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Foreword

The title and subtitle of this textbook convey a dis-
tinct message. Monitoring—the passive part in the
subtitle—refers to observation and data acquisition,
whereas management—the active component—
stands for operation and performance. The topic is
our environment, which is intimately related to
geoinformatics. The overall message is: all the
mentioned elements do interact and must not be
separated.

There are still other aspects which must not be
separated: theory and practice of geoinformatics.
The book presents an excellent balance of both
fields. Technology is introduced from the Geode-
sist’s view including; Reference Systems, Posi-
tioning Systems, Remote Sensing, Photogrammetry, and Geographic Information
Systems. Applications range from Climate, Water, and Land Management to
Vegetation, Disaster, and Pollution. Today, many textbooks are written by spe-
cialists from these particular fields. However, in the applications there are many
common technical elements in space and time, like impact from scale, regional-
ization, time series, data fusion, visualization, etc.—just to mention but a few. An
advanced prospect for environmental management requires system-based thinking
and interdisciplinary approaches. Furthermore, technology may be a common
denominator for better understanding our environment.

Finally, geoinformatics is a modern tool for location-based decision making.
Most decisions in public administration and economy are directly or indirectly
related to space. Today, advanced models and digital spatial data may make
decisions more transparent than ever before. Very often, in geoprojects a lot of
money is involved, and the risk of manipulation in decision making inevitably
increases. Quantitative analysis and restitution of the results may, however, reduce
this risk.




vi Foreword

Both authors, Joseph L. Awange and John B. Kyalo Kiema, are experienced
researchers and lecturers with a strong international background acquired from
different parts of the world. During research fellowships in Germany, they got the
picture that “geodesy” is a global concept beyond measuring just the figure of the
Earth.

Germany, January 2013 Prof. Dr.-Ing. Dr.h.c.,
Hans-Peter Bihr
Karlsruhe Institute of Technology



Preface

There is no doubt that today, perhaps more than ever before, humanity faces a
myriad of complex and demanding challenges. This has been propelled by the ever
increasing global population and intense pressure being exerted on the Earth’s
resources. The resulting consequences are severe changes in land cover (e.g.,
forests giving way to settlements), diminishing biodiversity and natural habitats,
dwindling fresh water supplies, and the degradation in the quality of the little that
is available, and changing weather and climatic patterns, especially global
warming with its associated predicted catastrophes such as rising sea level and
increased numbers of extreme weather events.

These human-induced and natural impacts on the environment need to be well
understood in order to develop informed policies, decisions, and remedial mea-
sures to mitigate current and future negative impacts. This can be achieved
through continuous monitoring of the environment to acquire data that can be
soundly and rigorously analyzed to provide information about the current state of
the environment and its changing patterns, and to enable predictions of possible
future impacts. Environmental monitoring techniques that may provide such
information are under scrutiny from an increasingly environmentally conscious
society that demands the efficient delivery of such information at a minimal cost.
In addition, it is the nature of environmental changes that they vary both spatially
and temporally, thereby putting pressure on traditional methods of data acquisi-
tion, some of which are very labor intensive, such as tracking animals for con-
servation purposes. With these challenges, conventional monitoring techniques,
particularly those that record spatial changes, call for more sophisticated
approaches that deliver the necessary information at an affordable cost.

Developing pragmatic and sustainable solutions to address these and many
other similar challenges requires the use of geodata and the application of
geoinformatics. Geoinformatics, defined by Ehlers (2003) as “the art, science or
technology dealing with the acquisition, storage, processing, production, presen-
tation and dissemination of geoinformation”, is a multidisciplinary field. It has at
its core different technologies that support the acquisition, analysis, and visuali-
zation of geodata. The geodata is usually acquired from Earth observation sensors
as remotely sensed images, analyzed by geographic information systems (GIS),
and visualized on paper or on computer screens. Furthermore, it combines
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geospatial analysis and modeling, development of geospatial databases, informa-
tion systems design, human—computer interaction, and both wired and wireless
networking technologies. Geoinformatics uses geocomputation and geovisualiza-
tion for analyzing geoinformation. Typical branches of geoinformatics include:
cartography, geodesy, geographic information systems, global navigation satellite
systems (GNSS), photogrammetry, remote sensing, and web mapping.

For example, a typical application of geoinformatics to environmental moni-
toring and management is the GNSS-based radio telemetry, which is a modern
method for observing animal movements. This method moves the burden of
making observations from the observer (i.e., researcher) to the observed (i.e.,
animal), and in so doing alleviates the difficulties associated with personal bias,
animal reactions to human presence, and animal habits that make most of them
secretive and unseen (Cagnacci et al. 2010). The method provides large, contin-
uous, high-frequency data about animal movement, data which, if complemented
by other information dealing with animal behavior, physiology, and the environ-
ment itself, contributes significantly to our knowledge of the behavior and eco-
logical effects of animals, allowing the promotion of quantitative and mechanistic
analysis (Cagnacci et al. 2010).

This book presents the concepts and applications of geoinformatics in envi-
ronmental monitoring and management. We depart from the 4D to the 5D data
paradigm, which defines geodata accurately, consistently, rapidly, and completely,
in order to be useful without any restrictions in space, time, or scale to represent a
truly global dimension of the digital Earth. The book also features the state-of-the-
art discussion of Web GIS and mapping, an invited chapter written by Prof. Bert
Veenendaal of the Department of Spatial Sciences, Curtin University (Australia).

The concepts and applications of geoinformatics presented in this book will be
of benefit to decision makers across a wide range of fields, including those working
in environmental management agencies, in the emergency services, public health
and epidemiology, crime mapping, tourism industry, market analysis and e-com-
merce, or mineral exploration, among many others.

This is a TIGeR publication No 442.

Perth (Australia), Karlsruhe (Germany) Joseph L. Awange
Nairobi (Kenya), Musanze (Rwanda) John B. Kyalo Kiema
References
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Part I
Introduction



Chapter 1
Environmental Monitoring and Management

“If environmental monitoring is not carried out in a deep and
exacting scientific manner, then it is likely that no action will be
taken when needed for lack of firm evidence.”

Frank Burden (2002)

1.1 Why Monitor the Environment?

A natural way to begin this monogram is by posing several pertinent questions.
Firstly, what exactly does the term “monitoring” mean. Furthermore, is monitoring
synonymous to measuring or observing? And more specifically, what does it mean
within an environmental perspective? Monitoring has been defined by James et al.
(2003) as observing, detecting, or recording the operation of a system; watching
closely for purposes of control; surveillance; keeping track of; checking continu-
ally; detecting change. They state that since monitoring implies change, and change
implies time, monitoring then means measuring those things that change in a system
over time and space. It is a process based on surveying and surveillance, but assumes
that there is a specific reason for the collection of data (Spellerberg 2005). A simi-
lar definition is provided by Study of Critical Environmental Problems (1970) who
states that monitoring is a systematic observation of parameters related to a specific
problem, designed to provide information on the characteristics of the problem and
their changes with time.

Developing the above argument further, surveying entails the collection of quan-
titative and qualitative data within a specified time frame without having a precon-
ceived idea of what the results would be. Surveillance introduces the concept of
time to surveying, leading to the systematic observation of variables and processes,
with the aim of producing time series. Monitoring, therefore, is an extension of sur-
veillance, but with a specific purpose in mind. It is thus a systematic observation

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 3
Environmental Science and Engineering, DOI: 10.1007/978-3-642-34085-7_1,
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4 1 Environmental Monitoring and Management

of variables and processes for a specific purpose, such as ascertaining whether a
given project is being undertaken according to predefined environmental standards
(Finlayson 1996; Spellerberg 2005).

Consequently, the observation and study of the environment is defined as envi-
ronmental monitoring. This entails objective observations that produce sound data,
which in turn produce valuable information that is useful, e.g., in the protection of
public water supplies, hazardous, non-hazardous and radioactive waste management,
natural resource protection and management, weather forecasting, and global climate
change studies (Artiola et al. 2004).

There are various different ways of categorizing monitoring. In one example,
Spellerberg (2005) cites the Department of Conservation in New Zealand who recog-
nizes three types of monitoring (results monitoring, outcome monitoring and surveil-
lance monitoring). In yet another example, Spellerberg (2005) outlines four different
categories of environmental monitoring based on Vaughan et al. (2001):

(1) Simple monitoring records the value of a single variable at one point over time.

(2) Survey monitoring examines the current state of environmental conditions in
both affected and non-affected areas.

(3) Surrogate or proxy monitoring which compensates for the lack of previous mon-
itoring by using surrogate information to infer changes.

(4) Integrated monitoring using detailed sets of ecological information.

On the other hand, Downes et al. (2002) classify monitoring into four categories
that clarify the objectives of monitoring prior to a specific design. These include the
following:

e Environmental monitoring. This takes on many forms for many objectives, e.g.,
those undertaking environmental monitoring might be interested in gaining some
indication of the state, as opposed to assessing human impacts upon the environ-
ment, of a particular place.

e Long term monitoring and reference site monitoring. These are forms of environ-
mental state monitoring that are useful in providing a background measure for
the long term dynamics of natural systems that may be used to indicate system-
atic, monotonic, or cyclical changes in the environment at large scales over long
time periods. They are relevant in providing frameworks upon which shorter term
or localized changes such as those arising from anthropogenic impacts could be
measured against.

e Compliance monitoring. This seeks to ensure that a stipulated regulation is being
followed, e.g., measuring the pollution level of effluent at a given location without
bothering with neighboring locations outside of the area of interest. The objec-
tive in compliance monitoring is usually to assess whether the level of particular
compounds are below critical levels stipulated under some regulatory framework.
Compliance monitoring could also be viewed as quality control measures.

e Impact monitoring. This is undertaken to assess the human impact upon the natural
environment, with the objective of taking remedial measures to prevent or mini-
mize such impacts. This type of monitoring is useful in compliance and impact
assessment monitoring.
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Within all the above categorization, a framework for designing a monitoring
program is essential. As an example, Finlayson (1996) presents a framework that
consists of the identification of issues or problems, definition of objectives, formula-
tion of hypothesis, choosing the desired methods and variables to observe, assessment
of feasibility and cost effectiveness, conducting pilot studies, collecting samples, ana-
lyzing the collected samples, interpreting data and reporting the results, and imple-
menting management actions. A similar model is presented by Maher and Batley
as reported in Burden et al. (2002), who point out that good monitoring programs
obtain information and are not just data collection exercise and as such should be cost
effective, yet provide information and knowledge to inform those commissioning the
data collection.

Spellerberg (2005) summarizes the relevance of environmental monitoring as
adaptive management, which provides a basis for managing data and provides a
learning experience from outcomes of operational programs, environmental planning
as a basis for the better use of land, monitoring the state of the environment using
organism to monitor pollution and indicate the quality of the environment, ecological
sciences monitoring as a way of advancing knowledge about the dynamics of the
ecosystem, pest and diseases monitoring for agriculture and forestry in order to
establish effective means of controlling these, and climate change to monitor, for
example, the effect of global warming.

1.2 Challenges and Practice of Environmental Monitoring

With increasing development and technological advancement in the world and the
rapidly changing state of environmental management, the task of monitoring the
environment continues to become more important, as noted, e.g., by Burden et al.
(2002), who elucidates the role and practice of environmental monitoring. Burden
et al. (2002), in realizing the importance that underpins environmental monitoring,
present a handbook that guides environmental monitoring of water, soil and sedi-
ments, and the atmosphere. Their work also considers chemical, physical and bio-
logical monitoring, all aimed at enhancing environmental management. An attempt
to address environmental monitoring in an integrated manner is presented, e.g., in
Wiersma (2004), while Goldsmith (1991) and Downes et al. (2002) provide thorough
overviews of ecological monitoring and conservation.

In most countries, environmental management requires development projects to
undertake an Environmental Impact Assessment (EIA) (see Chap. 28), which brings
with it the need for baseline survey data that are useful in assisting the prediction of
the environmental impacts of a proposed project. The collection of baseline survey
data therefore requires some form of monitoring. Downes et al. (2002) put forward
the Before-After-Control-Impact (BACI) model, which helps to assess whether a
given activity has impacted upon the environment at a given location.

Owing to the increase in human population and the pressure it exerts on the
Earth’s resources, the planet’s environment has been changing at an alarming rate
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which necessitates monitoring measures to be put in place (Mackenzie 2003). In
summary, therefore, environmental monitoring serves to assess the effectiveness of an
environmental legislation or policy, to monitor and assess compliance with regulatory
statutes established to protect the environment, e.g., monitoring that the effluence
from a given factory draining into a given river must be treated to a given standard,
and for environmental change detection, e.g., vegetation change for the purpose of
early warning.

An example of change monitoring of agricultural land is shown in the photograph
in Fig. 1.1, taken at Mt. Kokeby, Australia. In this figure, the vegetation (except salt
tolerant fodders) are dying due to the effect of secondary salinity caused by vegetation
clearing for farming purposes. The salinity is caused by increased water recharge,
which seeped into the ground and caused an upsurge of groundwater (rising to within
1 m of the top soil (i.e., root zone)), dissolving the salt trapped inside the soil and
thereby causing the vegetation to die. Monitoring the extent of salinity in this case
enables comparisons to be made between the current state (Fig. 1.1) and the baseline
data before the salinity effect had a noticeable impact. This can be done by comparing
the spatial extent covered by the dying vegetation to that occupied by undisturbed
vegetation (baseline data). Geoinformatics provides technologies useful in mapping
the spatial boundaries and is thus essential for monitoring changes in agricultural
areas thereby assisting in environmental issues.

In 1997, the premier and legally binding protocol on climate change by the United
Nation’s framework convention on climate change—the Kyoto protocol—was signed
(see Sect.21.5.5). Within its many articles, this protocol outlined measures that were
to be taken by signatory countries to reduce the greenhouse gas emissions that are
contributing to climate change, e.g., global warming. Although political will seems
to be wanning in the post Kyoto era, with some of the key players even renegading on
their earlier promises, while others have opted out of the framework altogether, global

Fig. 1.1 Effect of secondary salinity at Mt. Kokeby, Australia
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warming still remains one of the daunting challenges facing our environment and as
a consequence, human society, today. Similarly, the rapid increase in desertification
on the one hand, and flooding on the other, are environmental issues that are of
increasing concern globally.

For instance, the damage arising from the torrential rains that caused havoc and
destroyed properties in the USA in 1993 is estimated to have been US$15 billion,
with 50 people killed and thousands of people evacuated, some for several months
(Larson 1996). Today, the threat from torrential rains and flooding still remains
real, as was seen in the 1997 El Nifio-Southern Oscillation (ENSO) rains that swept
away roads and bridges in Kenya, the 2000 Mozambique floods, the 2002 Germany
floods, Hurricane Isabel in the US coast in 2003, the flooding in Pakistan in 2010
that displaced millions of people, the 2011 eastern Australian floods that displaced
thousand of people and destroyed property estimated at billions of Australian dollars,
the Brazilian flash floods that killed more than 500 people, and the 2012 floods in
the USA caused by hurricane Candy. Meanwhile, the melting of polar ice and the
resulting raising sea level raises concerns for the submersion of beaches and many
coastal cities including those already below sea level.

To be able to predict and model these occurrences so as to minimize the negative
consequences, such as those indicated by Larson (1996), atmospheric studies must
be undertaken with the aim of improving current methods for providing accurate,
reliable and timely data. These data are useful in Numerical Weather Prediction
(NWP) models for weather forecasting, and climatic models for monitoring climatic
changes. In addition, accurate, reliable and timely information on weather is essential
for other applications, such as flight navigation, precision agriculture etc.

In practice, data for NWP and climatic models are normally collected using
balloon-borne radiosondes, satellites (polar and geostationary) and other sources,
e.g., flight data from airplanes. Whereas Mackenzie (2003, p. 94) points out that
about 9,500 land-based stations and 7,000 merchant ships at any one time send up
weather balloons, Wickert (2002) noted that most of these data cover the northern
hemisphere, with the southern hemisphere (especially Africa and South America)
lacking adequate data due to financial constraints. The lack of radiosonde data is also
noted in the oceanic areas, hence leading to inadequate data for NWP and climatic
models.

1.3 Geoinformatics and Environmental Monitoring

To effectively address the diverse challenges typical in environmental monitoring,
as outlined in Sect. 1.2, calls for the integration of various multi-disciplinary tech-
nologies. In this section, the role of geoinformatics in environmental monitoring is
articulated. However, details of various geoinformation technologies are espoused
in subsequent chapters. Within the monitoring framework proposed by Finlayson
(1996) (see Sect. 1.1), geoinformatics could play a key role by providing efficient
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methods for measuring and documenting spatial environmental changes at local,
regional and global scales and over varying temporal scales.

Satellite remote sensing has been extensively applied in monitoring the envi-
ronment, see e.g., Spitzer (1986), Leimgruber et al. (2005), Dymond (2001) etc.
According to Lein (2012), satellite data enjoys a comparative advantage over other
methodologies in several ways:

e Large areal coverage;

Describes a recent historical record dating from the 1970s to present;

Offers convenient digital storage and retrieval;

Facilitates objective assessment of environmental conditions; and

Provides a consistent basis for measurement that permits the analysis of change.

The ability to map and detect environmental changes is key to the successful appli-
cation of satellite remote sensing in environmental monitoring. Either a fop-down
or bottom-up approach can be employed to integrate remote sensing into a monitor-
ing program. Whereas a top-down approach is suitable with low spatial resolution
imagery, and is therefore appropriate for monitoring areas of large geographic extent,
the bottom-up approach, on the other hand, focuses on regional to local environmen-
tal scenarios and relies heavily on input from local stakeholders and/or governmental
agencies. To be able to detect changes in remotely sensed imagery, different change
detection algorithms ranging from algebraic to classification-based techniques have
been developed.

Integrating satellite remote sensing and global navigation satellite systems (GNSS)
satellites could be useful in conducting rapid pilot studies such as providing quick
and accurate spatial coverage and in recording the locations of the collected samples.
These space-based techniques could also play a vital role in implementing man-
agement actions and in auditing environmental plans. As an example, for coastal
management plans, these technologies could be used to locate areas prone to erosion
caused by variations in shoreline position, thereby leading to preventive actions being
taken (see, e.g., Goncalves (2010), Goncalves et al. (2012)). For auditing purposes,
for example, they could be used to indicate the locations of effluent from a given
factory. Such spatial information can then be used to study the ecosystem at that
particular location.

To enhance global weather and climatic predictions, current systems have to be
complemented by a system that will provide global coverage, and whose signals will
be able to penetrate clouds and dust to remote sense the atmosphere. Such a system,
already proposed as early as 1965 by Fischbach (1965), and which is currently an
active area of research, is the new field of GNSS-Meteorology. This involves the
use of global positioning system (GPS) satellites to obtain atmospheric profiles of
temperature, pressure and water vapour/humidity.

GPS was developed by the US for its military purposes. It is an all weather tool
capable of providing three-dimensional positions at any time (Hofman-Wellenhof et
al. 2001). At the time of its conception, fewer civilian applications were envisaged.
In recent years, however, its use has widened to include, e.g., meteorological and
environmental applications such as monitoring of sea level and variation in stored
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fresh water (Awange et al. 2007; Awange 2012). This wide increase in GPS usage
has led to the establishment of other equivalent systems by various nations/group of
nations to meet their security and scientific needs.

For example, the European Union (EU) is launching the Galileo satellites,
expected to be operational by 2014 or 2015, the Chinese are developing COMPASS
(also known as Beidou-2, BD2) that is expected to have 35 satellites, and the Russians
are improving upon their GLONASS system by having smaller and more manageable
satellites that have now achieved the 24 satellites needed to reach a full operational
capability. These constellations of satellites, collectively termed Global Navigation
Satellite Systems (GNSS), will provide very useful tools for monitoring the envi-
ronment. In Chap.4 a brief overview of the GNSS systems and their future will be
presented.

On the other hand, remote sensing is a rapidly advancing field of study that
aims at the gathering of environmental data using a wide range of satellite and air-
borne platforms. When combined with location-based GNSS data, remote sensing
contributes enormously to spatio-temporal Earth surface monitoring with a spatial
resolution approaching GPS data precision (Urbano et al. 2010). Various forms of
remote sensing approaches, e.g., optical (passive), thermal (passive), photogram-
metry (passive), LIDAR (Light Detection And Ranging) (active) and microwave
(active), see e.g., Lillesand et al. (2010), Richards (1994), Jensen (2005) are avail-
able for environmental monitoring.

The importance of remote sensing for environmental applications has been demon-
strated through NASA’s launch of the Earth Observation Satellites (EOS) ‘Terra’ and
‘Aqua’ in 1999 and 2002, respectively, among many others. The objective of the EOS
program was to develop the ability to monitor and predict environmental changes
that occur both naturally and as a result of human activities through measurements
of global and seasonally distributed Earth surface and atmospheric parameters such
as land use, land cover, surface wetness, snow and ice cover, surface temperature,
clouds, aerosols, fire occurrence, volcanic effects and trace gases (Huete 2004).

The inadequacy in the coverage of radiosonde data, as pointed out at the end
of Sect.1.2, is partly compensated for by the availability of polar and geostationary
remote sensing satellite data. Polar orbiting satellites include the US-owned National
Ocean and Atmospheric Administration NOAA-14 and NOAA-15 spacecrafts, while
examples of geostationary satellites include the US-based Geostationary Operational
Environmental Satellite (GEOS) and the European-owned METEOrological SATel-
lite (METEOSAT).

Polar and geostationary satellites, such as the above, provide temperature and
water vapour profile measurements. However, they have their own limitations. For
high altitude winter conditions, for instance, the use of passive Infra Red (IR) is
difficult due to very cold temperatures, common near-surface thermal inversion, and
a high percentage of ice cloud coverage that play a role in limiting IR soundings
(Melbourne et al. 1994). In volcanic areas, remote sensing satellite measurements
are also affected by the presence of dust and aerosol. Large-scale volcanic eruptions
normally inject large amounts of aerosols into the lower stratosphere, thus limiting
the IR observation of the stratosphere and lower regions.
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Coupled with the above technologies for geodata acquisition is geographic
information system (GIS). This is a spatial decision support tool comprised of
hardware, software, data (which forms the primary component of GIS), human
resource, and end users (clients). Until recently, GIS and related technologies such
as GPS and remote sensing were largely the domain of a few researchers. Things,
however, are changing with the exploitation of these systems for environmental
monitoring. For instance, GIS is finding use in environmental applications because
(Macarthur 2004):

e Environmental issues are subject to widespread interest and heated debate;

e GIS can handle a large amount of different kinds of data and organize these data
into topics or themes that represent the multiple aspect of complex environmental
issues; and

e GIS serves as a collaborative tool that promotes interaction.

The important feature of GIS that sets it apart from other information systems,
e.g., those used in the financial world that need not or cannot make use of spatial or
location-based attributes of the dataset, is its capability to make use of its databases to
reference spatial features to locations (longitude, latitude, and altitude), relate these
spatial attributes to maps of the region, and to offer spatial integration with other
pertinent databases for the region (Taylor et al. 2000). It is in providing these cost
effective location-based data for creating and updating GIS databases that GNSS
plays a major role. GNSS also provides ground control points for remote sensing
techniques that supply geodata to GIS, and the provision of a field mapping tool
that enables attributes or features to be directly captured together with positions (see
Fig.2.2, p. 25).

In most text books, e.g., Spellerberg (2005), the most common satellite technique
mentioned in environmental monitoring is remote sensing. Several applications have,
however, directly reported the direct combination of GIS and GNSS for environmen-
tal monitoring, see e.g., Steede-Terry (2000). As an example of the integration of
GNSS and GIS, Taylor et al. (2000) discuss the case of monitoring traffic conges-
tion, which has the environmental impact of emitting CO; into the atmosphere thus
contributing to global warming and increasing fuel consumption. They demonstrate
how a GIS-GNSS system can be integrated to provide useful monitoring information,
where GNSS provides locations for both static and dynamic recordings of vehicles’
positions over time on the one hand. GIS on the other hand plays the role of data-
base integrator by super-positioning separate map layers of the data base, e.g., maps
of topography and land use, transport networks, infrastructure, socio-economic and
demographic data, traffic flow data, pollution, and environmental impact data (Taylor
et al. 2000). However, for such a system to be operationalized, remote sensing would
still be required to provide updated map data as shown in Fig.2.2 (p. 25).

Uriel (1998) discusses the relevance of spatial tools and landscape ecology to
emerging infectious diseases and to studies of global change effects on vector-borne
diseases, while Bonner et al. (2003) consider the combination of GNSS and GIS
geocoding in epidemiological research. Barbari et al. (2006) examined the poten-
tial of combining GNSS and GIS to support studies on livestock behaviour in
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pastures. They illustrated the potential to acquire information useful for cases such as
breeding and good environmental management. In another animal behavioural study,
Hebblewhite and Haydon (2010) found that the populations of most wide-ranging
species move over areas in orders of magnitude larger in scope than could be revealed
by traditional methods such as very high frequency (VHF) radio telemetry, and that
the advent of GNSS-based radio telemetry offered the possibility of conservation
benefits such as harvest management, habitat and movement corridor protection,
and trans-boundary collaboration. They present the example of the Serengeti where
simple GNSS-based locations over different jurisdictions with different levels of
protection highlighted the precarious state of one of the wonders of the world—the
Serengeti-Mara wildebeest migration (Hebblewhite and Haydon 2010; Thirgood et
al. 2004).

A combination of GNSS and Argos collars have been used by Durner et al. (2009)
to contribute to understanding the impact of climate change on polar bears. This is
achieved, thanks to GNSS’ all-weather continuous observations that permitted year-
round observations, revealing the circumpolar nature of polar bear movements, and
the details of how sea ice thickness and structure influences polar bear success in
hunting their main prey, seals (Hebblewhite and Haydon 2010). In Janssen (2012) an
indirect tracking of drop bears using GNSS in presented. The possibility of integrating
GNSS spatial data with other data, e.g., from remote sensing satellites, and socio-

REAL WORLD
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sensing Direct e et
observations
Environmental \ Maps
sensors
RN
SPATIAL
DATABASE
¥ ¥ ¥ ¥
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GIS management spatial statistics Web-GIS
front ends software
Client applications
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Fig. 1.2 Schema of a possible client/server software system that combines information from several
data sources, including core GNSS data, into the central spatial database where it is accessed, locally
or remotely, by client applications for manipulation, visualization and analysis. Outputs are stored
back in the database. Source Urbano et al. (2010)
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economic studies could potentially create a spatial database (see Fig. 1.2), which is
of valuable use to environmental monitoring and management.

1.4 Geoinformatics and Environmental Management

Conacher (1978) start by distinguishing between resource and environmental
management. On the one hand, resource management is defined as the set of techni-
cal, economic and managerial practices by which stocks are converted to resources
for the purpose of satisfying man’s unilitarian needs and wants under prevailing
socio-economic and technological conditions. Environmental management on the
other hand is defined as those activities that enhance beneficial links and minimize
adverse links between resource systems and their environments, and which seek to
attain desirable environmental system states in response to community perceptions
and desires under prevailing socio-economic conditions. In this definitions, resource
systems incorporate all the technical, economic, and managerial activities associated
with the conversion of stocks to resources and resource management.

Whereas resource management is specific in focus and operates within set lim-
its often with single purpose goals, environmental management is connected with
adaptability of complex environments to future uncertainties and are invariably multi-
purpose (Conacher 1978). The multi-purpose goals of environmental management
comes about due to the fact that community desires and values form the bedrock of
any environmental management and achieving unanimity of these desires and values
are always impossible hence the use of multi-criteria analysis discussed in Chap. 28.
Environmental management is therefore undertaken by first identifying the values
that are to be protected, identifying management objectives to protect these values,
setting out means to achieve the management objectives, and finally implementing
the approaches. The whole procedure can be reviewed and improved as new data
become available or new lessons are learnt. In general, environmental management
can be undertaken for proprietors individual reasons, e.g., to fulfill legal require-
ment, fear of negative publicity or for cost-effectiveness purposes. Environmental
management can also be undertaken for sustainability purposes.

Environmental management has seen a rapid evolution in its state from conserva-
tion in the early twentieth Century, preservation in the early-mid twentieth Century,
protection in mid-late twentieth Century to Sustainability in the twenty-first century.
The drivers to these rapid changes could be attributed partly to increased awareness
that now sees environmental management being undertaken at both local and interna-
tional levels. For instance, increase international awareness contributed to increased
international agreements such as the Kyoto protocol (see Sect.21.5.5). From imple-
mentation perspective, changes are now being seen is self motivation approach from
industries, where they take a leading role of managing the environment rather than
wait for the command and control approach from the government. This is partly due
to image preservation and/or inducements in terms of tax rebate in some countries.

Asstatedin Sect. 1.1, environment, unlike resources that are measured in economic
terms, are usually measured in terms of quality with respect to given benchmarks
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(standards). Conacher (1978) notes that more useful and functional approaches are
those that measure linkages between resource systems and their environments, e.g.,
statistical approaches, environmental impact assessment, and population interviews.
In all these approaches, geoinformatics techniques discussed in this book comes in
handy. For example, in undertaking environmental impact assessment, communities
are nowadays well informed and the use of GIS to generate graphical environmental
impact statements (EIS) for visualization is revolutionizing the procedures as we
shall see later in Chap. 28. Further, since environmental management and planning
are closely linked, use of geoinformatic techniques in planning, e.g., use of remote
sensing and GIS for flood planning discussed in Chap.26 contributes to efficient
environmental management.

1.5 Objectives and Aims of the Book

This book is intended to be of use to two main groups of readers; those who deal
with basic geoinformatics related theory, and those who apply it for environmental
related tasks. This is informed by the fact that most environmental problems are
inherently geographical (see, e.g., Dasgupta et al. 2005). It is aimed at realizing two
main objectives:

(1) To the geoinformation specialist, who deals with diverse mapping technologies
like GNSS, remote sensing and GIS, the book aims at presenting examples of
the possible applications of these technologies to environmental monitoring and
management. Whereas GNSS is widely used as a tool for spatial data collection
for position determination, unlike remote sensing, its role in environmental mon-
itoring is now beginning to be appreciated, see e.g., Awange (2012). Examples
are presented of possible applications of these technologies to support monitor-
ing of tsunamis, earthquakes, e.g., Seidel and Randel (2006), rising sea level,
flash floods, global warming, conservation measures of endangered species, and
many other environmental phenomena that can be monitored with the help of
the same. It is hoped that these examples will stimulate further research in the
relevant areas in an attempt to meet the needs and challenges of environmental
monitoring and management.

(2) To those in environmental monitoring and management related fields, the book
aims at presenting the Geoinformatic concepts of GNSS, remote sensing and
GIS in a simplified format. For example, it deliberately moves away from the
complex mathematical formulations found in many GNSS books, which often
intimidate those whose aim is to simply understand the basics. Where only
absolutely necessary are the mathematical details presented with such usage
limited to the understanding of particular topics. The book highlights the need
for integrating GN'SS-based location data with other spatial data derived from,
for example remote sensing of the environment and socio-economic data for
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the further enhancement of environmental monitoring and management through
GIS.

Pursuant to the above aims, in the remaining chapter of Part I we introduce the
concepts of geodata and fundamentals of geoinformatics. In Part IT we present the
basic concepts of environmental geodesy—hopefully in a manner that would be easily
understood by environmentalists. This part elucidates the fundamentals of surveying
and geodesy, along with modernization of GNSS and characteristics of GPS, before
wrapping up with considerations for environmental surveying and surveillance. In
Part IIT we describe the concepts of remote sensing, with optical and microwave
remote sensing distinguished. Essentials of photogrammetry and basic concepts in
digital photogrammetry are also articulated in Part III. Part IV deals with the basics of
GIS including data models and structure, data capture, GIS database, spatial analysis
and web GIS. Finally, in Part V of the book we present diverse applications of
geoinformatics in monitoring and management of the environment.
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Chapter 2
Geodata and Geoinformatics

“A human being is part of a whole, called by us the universe, a
part limited in time and space. He experiences himself, his
thoughts and feelings, as something separated from the rest, a
kind of optical delusion of his consciousness. This delusion is a
kind of prison for us, restricting us to our personal desires and
to affection for a few persons nearest us. Our task must be to
free ourselves from this prison by widening our circles of
compassion to embrace all living creatures and the whole of
nature in its beauty.”

Albert Einstein (1879-1955)

2.1 Dimensions of Space, Time and Scale

Understanding the characteristics of and possibilities in using geodata is premised
on proper comprehension of the underlying concepts of space, time and scale,
contextualized within the Earth’s framework. Although these concepts are used in
everyday parlance, often without much afterthought, they are not trivial at all. For
instance, looking back throughout the entire history of mankind, the concepts of
space and time have been the subject of animated philosophical, religious and sci-
entific debates. In this section, we attempt to present a background of each of these
dimensions of geodata, both independently and collectively, as well as highlight their
relevance in influencing the character of geodata.

Space is that boundless, three-dimensional extent in which objects and events
occur and have relative position and direction (Britannica 2011). In analytical
geometry, one examines “spaces” with different dimensionality and underlying struc-
tures. Indeed, the concept of space is considered to be of fundamental importance to
an understanding of the physical universe although disagreement continues between
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philosophers over whether it is itself an entity, a relationship between entities, or part
of a conceptual framework (Wikipedia 2011).

Philosophical debates on the nature, essence and the mode of existence of space
date back to antiquity. From treatises like that championed by Timaeus of Plato in his
reflections on what the Greeks called khora (i.e. space), to the physics of Aristotle
in the definition of topos (i.e. place), or to even the geometrical conception of place
as “space qua extension” by Alhazen (El-Bizri 2007).

Many of the classical philosophical assertions were later discussed and reformu-
lated in the seventeenth century, particularly during the early development of classical
mechanics. For example, in Sir Isaac Newton’s view, space was absolute, in the sense
that it existed permanently and independent of whether there were any matter in the
space (French and Ebison 2007). However, other philosophers like Gottfried Leibniz
were of the different view that space was a collection of relations between objects,
given by their distance and direction from one another (Wikipedia 2011).

Up until around the eighteenth century, and within the framework of Euclid-
ean geometry, space was perceived by most mathematicians to be flat. However,
between the nineteenth and twentieth centuries mathematicians began to examine
non-Euclidean geometries, in which space was inferred to be curved, rather than flat.
According to Albert Einstein’s theory of general relativity, space around gravitational
fields deviates from Euclidean space (Carnap 1995). Furthermore, experimental tests
of general relativity have confirmed that non-Euclidean space provides a better model
for the shape of space as illustrated in Fig. 2.1.

Turning to the dimension of time, time is considered to be part of the measuring
system used to sequence events, to compare the durations of events and the intervals
between them, and to quantify rates of change such as the motions of objects (Internet
Encyclopedia of Philosophy 2011). The temporal position of events with respect to
the transitory present is continually changing. For example, future events become
present, then pass further back into the past. In the Bible, time is traditionally regarded
as amedium for the passage of predestined events. Subsequently, there is an appointed
time for everything, see e.g., Ecclesiastes 3:1-8 (Bible 2011). Evidently, time has
been a major subject in religion, philosophy, and science, but defining it in a non-

Fig. 2.1 Concept of non-
Euclidean space
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controversial manner applicable to all fields of study has consistently eluded the
greatest scholars (Wikipedia 2011).

Time is one of the seven fundamental physical quantities defined in the
International System of (SI) Units. It is also used to define other quantities, such
as velocity. An operational definition of time infers that observing a certain number
of repetitions of one or another standard cyclical event (such as the passage of a free-
swinging pendulum) constitutes one standard unit such as the second. This view is
highly useful in the conduct of both advanced experiments and everyday affairs of
life. However, this operational definition ignores the question whether there is some-
thing called fime, apart from the counting activity that transits and can be measured
(Wikipedia 2011).

Two contrasting assertions on time divide many prominent philosophers. The first
view is that time is part of the fundamental structure of the universe, a dimension in
which events occur in sequence. Sir Isaac Newton subscribed to this realistic view,
and hence it is sometimes referred to as Newtonian time, see e.g., Rynasiewicza
(1995a, b), Markosian (2002) etc. According to this view, time travel becomes a
possibility as other “times” persist like frames of a film strip, spread out across the
time line.

The second and opposing view contends that time does not refer to any kind of
“container” that events and objects “move through”, nor to any entity that “flows”,
but that it is instead part of a fundamental intellectual structure (together with space
and number) within which humans sequence and compare events. This assertion,
in the tradition of Gottfried Leibnitz (Burnham 2006) and Immanuel Kant (see e.g.,
Mattey 1997, McCormick 2006 etc) holds that time is neither an event nor a thing,
and thus it is not itself measurable nor can it be traveled.

Temporal measurement has occupied the minds of scientists for a long time and
was the prime motivation in the disciplines of navigation and astronomy. Periodic
events and periodic motion have long served as standards for units of time. Examples
include the apparent motion of the sun across the sky, the phases of the moon, the
swing of a pendulum, and the beat of a heart. Currently, the international unit of
time, the second, is defined in terms of radiation emitted by cesium atoms. Time
is also of significant social importance and is often viewed as having economic
value as captured by the popular adage time is money, as well as personal value,
due to an awareness of the limited and finite time in each day and in the human
life span (Wikipedia 2011). Consequently, different time scales are employed in
different application domains, such as geological time (Harland et al. 1989; Haq
2006; Kulp 1961), biological time (Winfree 2001; Enright 1965; Hochachka and
Guppy 1987) etc.

From the above discussion, regardless of the school of thought advanced, it is
evident that historically, the dimensions of space and time have been closely related.
As a matter of fact, it is virtually impossible to describe either of the two dimen-
sions without inferring the other. Put together, these two dimensions represent the
space-time concept expressed in Einstein’s special relativity and general relativity
theories. According to these theories, the concept of time depends on the spatial
reference frame of the observer, and the human perception as well as the measure-
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ment by instruments such as clocks are different for observers in relative motion.
Subsequently, the past is the set of events that can send light signals to the observer,
whilst the future is the set of events to which the observer can send light signals
(Wikipedia 2011).

This then brings us to the dimension of scale. The scale of a map is an important
metric that defines the level of detail of geoinformation that can be extracted from
such a map (see Sect. 19.1). Scale also gives an indication of the resolution in the
geodata. In general, a larger scale means that more geodata would be captured,
including fuzzy detail that might otherwise be generalized or glossed over at smaller
scales. The interpretation of scale is therefore important. For instance, by simply
varying the map scale alone, the estimated distance between two points would vary.
Many researches have studied the scale dimension and its perception and meaning in
different applications, see e.g., Mandelbrot (1967), Fisher et al. (2004), Levin (1992),
Tate and Wood (2001) etc. A review of space, time and scale from a geographer’s
perspective is given in Meentemeyer (1989).

For many years, the dimension of scale was not explicitly integrated into data
modeling. Therefore, scale was assumed to be uniform within a spatio-temporal
context. This was done ostensibly to keep the whole geo-modeling problem sim-
plified. The fact that classical maps could only be produced at one specific scale
probably reiterates this. By convention, national mapping agencies had to designate
certain mapping scales for different map coverages. This therefore enabled map users
to identify the maps that were suitable for different applications. For example, in typ-
ical civil engineering work, whereas a scale of 1:50,000 would be appropriate at the
reconnaissance or preliminary planning stage, larger scales of 1:500-1:2,000 would
be required at the construction or maintenance phases.

Evidently, the scale dimension has not evoked as much controversy as the twin
dimensions of space and time. The issue with the scale dimension has been more to
do with the scientific challenge of identifying appropriate data models and structures.
Indeed, consideration of scale as an extra dimension of geographic information, fully
integrated with the other dimensions, is a fairly recent proposition (Oosterom and
Stoter 2010). Whereas 3D space captures the geometrical characteristics of geodata,
4D integrates the temporal representation, with the 5D providing the scale definition.
Meentemeyer (1989) avers that most geographic research is now conducted with a
relativistic view of space rather than a view of space as a “container”’. However,
spatial scales for relative space are more difficult to define than those for the absolute
space of cartography and remote sensing (Meentemeyer 1989).

In concluding this section, it is important to recognize that the five dimensions of
space, time and scale are integral to the unambiguous definition of position for they
help to fully integrate 5D data modeling. Realizing this would ensure that geodata
is used seamlessly with no undesirable overlaps or gaps and assuming consistency
across space, time and scale dimensions. In future, probably the existence and rela-
tive importance of different classes in diverse applications could also be considered
in a more integrated manner as the sixth dimension of geodata—the semantic dimen-
sion (Oosterom and Stoter 2010).
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Table 2.1 Hierarchy of decision making support infrastructure

Level of decision-making support Ease of sharing Example
infrastructure
Wisdom Impossible Policies developed and accepted by
stakeholders e.g., ideal use for
parcel
i
Knowledge Difficult (especially ~ Personal knowledge about places
tacit knowledge) and issues e.g., adjoining parcel
boundaries
i
Evidence Often not easy Results of spatial analysis of

datasets or scenarios e.g.,
parcel area

f
Information Easy Contents of a database assembled
from raw facts e.g., owner of
parcel
i
Data Easy Raw facts and figures e.g.,

geographic coordinates

Modified after Longley et al. (2005)

2.2 Geodata

Data is simply defined as any set of raw facts or figures that have been collected,
often in a systematic manner, and from which inference(s) may be drawn. Similarly,
information is defined as any useful data that satisfies some user need(s). This is gen-
erally required to support the making of decisions. Apparently, data and information
constitute the basic building blocks in the decision-making support infrastructure
that also includes evidence, knowledge and wisdom as summarized in Table 2.1.

An information system is a combination of technical and human resources,
together with a set of organizing procedures that produces information in support of
decision-making usually to meet some managerial requirement. Thus an informa-
tion system should be able to receive, store, process, update, output and distribute
data and information. Classical information systems for general management are
called Management Information Systems (MIS). They are distinguished from Geo-
graphic Information Systems, which are information systems that deal with spatially
referenced data and are discussed in more detail in Sect. 13.1.

Data is distinguished as geodata (or geospatial data) if it can be geographically
referenced in some consistent manner using for example; latitudes and longitudes,
national coordinate grids, postal codes, electoral or administrative areas, watershed
basins etc. As mentioned in Sect. 2.1, although geodata is normally defined in 3D in
many practical applications, it needs to be redefined in 5D for geodata to be used
without any restrictions in space, time or scale. The first three dimensions describe
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the geometric characteristics of geodata usually in 3D space. The fourth dimension
provides the temporal representation that denotes how geodata has changed over
time, while the scale is represented by the fifth dimension. This dimensional view
of geodata is important for it ensures that there are no gaps or overlaps in the data.
Furthermore, it also maintains the consistency of geodata across space, time and
scale dimensions. Section6.6.1 reviews typical datums used in surveying.

Geodata may be collected by both government organizations as well as private
agencies. A key characteristic of this type of data is its potential for diverse and
multiple applications. Moreover, geodata can be shared and re-used by different
users and applications through the spatial data infrastructure (SDI), see e.g., Groot
and McLaughlin (2000), Nebert (2004), Maguire and Longley (2005) etc. To infer the
correct decision(s), it is imperative that the geodata be accurate, complete, consistent
and timely. Furthermore, it is important that the required geodata be made available
and that in addition, it also be allowed to flow unhindered to and between the various
users and applications.

2.3 Digital Earth Concept

Digital Earth is the name given to a concept coined by former US vice president
Al Gore in 1998, that describes a virtual representation of the Earth that is spatially
referenced and interconnected with the world’s digital knowledge archives.! Further-
more, the greater part of this knowledge store would be free to all via the Internet.
However, a commercial marketplace of related products and services was envisioned
to co-exist, in part in order to support the expensive infrastructure that such a system
would require (Wikipedia 2011).

Clearly, many aspects of this vision have been realized, evidenced in part by the
popularity of virtual globe geo-browsers such as Google Earth* for commercial,
social and scientific applications as discussed in Chap. 18. But the Gore speech
outlined a truly global, collaborative linking of systems that has yet to be fully
realized (Wikipedia 2011). That vision has been continually interpreted and refined
by the growing global community of interest. As technological advances have made
the unlikely possible, the vision has evolved and become more concrete, and as we
better understand the interdependence of the environment and social activities, there
is greater recognition of the need for such a system. Digital Earth has come to stand for
the large and growing set of web-based geographic computing systems worldwide.
These are both useful and promising, but do not yet constitute the envisioned global
commons (Wikipedia 2011).

! In a speech prepared for the California Science Center in Los Angeles on January 31, 1998, Gore
described a digital future where school children—indeed all the world’s citizens—could interact
with a computer-generated three-dimensional spinning virtual globe and access vast amounts of
scientific and cultural information to help them understand the Earth and its human activities.

2 http://www.earth.google.com


http://dx.doi.org/10.1007/978-3-642-34085-7_6
http://dx.doi.org/10.1007/978-3-642-34085-7_18
http://www.earth.google.com

2.3 Digital Earth Concept 23

The global dimension of the digital Earth concept is perhaps best captured by
two excerpts from the Beijing declaration® on digital Earth, which state as follows
(Beijing 2009):

(a) Digital Earth is an integral part of other advanced technologies including: Earth
observation, geo-information systems, global positioning systems, communi-
cation networks, sensor webs, electromagnetic identifiers, virtual reality, grid
computation, etc. It is seen as a global strategic contributor to scientific and
technological developments, and will be a catalyst in finding solutions to inter-
national scientific and societal issues;

(b) Digital Earth should play a strategic and sustainable role in addressing such
challenges to human society as natural resource depletion, food and water inse-
curity, energy shortages, environmental degradation, natural disasters response,
population explosion, and, in particular, global climate change.

A consortium of international geographic and environmental scientists from gov-
ernment, industry, and academia brought together by the Vespucci Initiative for the
Advancement of Geographic Information Science, and the Joint Research Center of
the European Commission published a position paper that outlined the eight key next
generation digital Earth elements to include the following (Craglia et al. 2008):

(1) Not one digital Earth, but multiple connected globes/infrastructures addressing
the needs of different audiences: citizens, communities, policy-makers, scien-
tists, educationalists;

(2) Problem oriented: e.g., environment, health, societal benefit areas, and transpar-
ent on the impacts of technologies on the environment;

(3) Allowing search through time and space to find similar/analogous situations with
real time data from both sensors and humans (different from what existing GIS
can do, and different from adding analytical functions to a virtual globe);

(4) Asking questions about change, identification of anomalies in space in both
human and environmental domains (flag things that are not consistent with their
surroundings in real time);

(5) Enabling access to data, information, services, and models as well as scenarios
and forecasts: from simple queries to complex analyses across the environmental
and social domains;

(6) Supporting the visualization of abstract concepts and data types (e.g., low
income, poor health, and semantics);

(7) Based on open access, and participation across multiple technological platforms,
and media (e.g., text, voice and multi-media); and

(8) Engaging, interactive, exploratory, and a laboratory for learning and for multi-
disciplinary education and science.

3 Ratified on September 12, 2009 at the 6th international symposium on digital earth in Beijing,
Peoples Republic of China.
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2.4 Fundamentals of Geoinformatics

Having introduced the 5D datum paradigm that needs to be adequately dealt with to
define geodata accurately, consistently, timely and completely so that it can be used
without any restrictions in space, time or scale and further, having appreciated the
truly global dimension of the digital Earth, to put everything in perspective, it is now
appropriate to focus on geoinformatics. Like for all other disciplines elaborated in
this book it is only right to begin this discussion with pertinent definitions.

Although geoinformatics is a fairly recent terminology, various definitions of
the same have been advanced by different authors. For instance, Raju (2003)
describes geoinformatics as “the science and technology dealing with the structure
and character of spatial information, its capture, its classification and qualification,
its storage, processing, portrayal and dissemination, including the infrastructure nec-
essary to secure optimal use of this information”. Similarly, Ehlers (2003) defines
geoinformatics as “the art, science or technology dealing with the acquisition, stor-
age, processing, production, presentation and dissemination of geoinformation”.

The bottom line is that there is no globally accepted definition of geoinformat-
ics. However, as a multidisciplinary field, geoinformatics has at its core different
technologies that support the acquisition, analysis and visualization of geodata.
The geodata is usually acquired from Earth observation sensors as remotely sensed
images, analyzed by geographic information systems (GIS) and visualized on paper
or on computer screens. Furthermore, it combines geospatial analysis and modeling,
development of geospatial databases, information systems design, human-computer
interaction and both wired and wireless networking technologies. Geoinformatics
uses geocomputation and geovisualization for analyzing geoinformation. Typical
branches of geoinformatics include: cartography, geodesy, geographic information
systems, global navigation satellite systems (GNSS), photogrammetry, remote sens-
ing, and web mapping. These different disciplines that have been developed over
different time epochs form the main subject matter of this book.

By combining the ever-increasing computational power, modern telecommu-
nications technologies, abundant and diverse geodata, and more advanced image
analysis algorithms available, and integrating technologies such as remote sensing,
GIS and GNSS, many opportunities for application of geoinformatics have been
realized. Today, many applications routinely benefit from geoinformatics includ-
ing; urban planning and land use management, in-car navigation systems, virtual
globes, public health, local and national gazetteer management, environmental mod-
eling and analysis, military, transport network planning and management, agriculture,
meteorology and climate change, oceanography and coupled ocean and atmosphere
modeling, business location planning, architecture and archaeological reconstruc-
tion, telecommunications, criminology and crime simulation, aviation and maritime
transport etc.

Consequently, geoinformatics has become a very important technology to
decision-makers across a wide range of disciplines, industries, commercial sec-
tor, environmental agencies, local and national government, research and academia,



2.4 Fundamentals of Geoinformatics 25

N
r’ Human Dimensions Physical Dimensions *,

Driving Forces: Human Impacts:

Population, Health & Wealth, Development, Urbanization,
Technology, Politics, Industrialization,
Economics, Culture Construction, Energy

Public
Awareness

Decision Making: Environment Change:

. . . Land Use Change, Change of
Policy Making, Planning, Lifestyle, Land Degradation,
Management Pollution, Climate Change

Human
Public Activities
Consensus

- ——
e

“ Remote 0
Sensing

Fig. 2.2 Conceptual framework showing the role of geoinformatics in spatial decision support
(Modified after Murai 1999)

national survey and mapping organizations, international organizations, United
Nations, emergency services, public health and epidemiology, crime mapping, trans-
portation and infrastructure, information technology industries, GIS consulting firms,
environmental management agencies, tourist industry, utility companies, market
analysis and e-commerce, mineral exploration etc. Increasingly, many government
and non government agencies worldwide are using geodata and geoinformatics for
managing their day to day activities. Figure 2.2 shows a conceptual framework that
underlines the role of geoinformatics in supporting spatial decision-making.

2.5 Concluding Remarks

Although still unusual in many practical mapping constructs worldwide, a 5D
coordinate reference framework is, nonetheless, desirable. This would not only
ensure that geodata are defined accurately, consistently, timely and completely, but
also guarantee that they are employed without any restrictions whatsoever in terms
of space, time and/or scale. There is no doubt that, perhaps more that ever before,



26 2 Geodata and Geoinformatics

humanity faces a myriad of complex and demanding challenges today. These include
natural resource depletion, food and water insecurity, energy shortages, environmen-
tal degradation, intermittent natural disasters, population explosion, global climate
change etc. To develop pragmatic and sustainable solutions to address these and
many other similar challenges requires the use of geodata and the application of
geoinformatics.
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Part 11
Environmental Geodesy



Chapter 3
Fundamentals of Surveying and Geodesy

“We must admit with humility that, while number is purely a

product of our minds, space has a reality outside our minds, so

that we cannot completely prescribe its properties a priori.”
Carl Friedrich Gauss (1777-1855)

3.1 Environmental Geodesy

Although the environment has remained at the forefront of scientific interest for well
over four decades (e.g., Lein (2012)), it is not until this decade that remote sensing
of the environment using geodetic methods started gaining momentum. This has
largely been fuelled by the launching and modernization of satellites that enable the
environment to be measured, mapped, and modelled. The advent of these satellites
have given birth to a new field of “Environmental Geodesy”, which can be argued
as that branch of geodesy that applies geodetic techniques to monitor the environ-
ment and provide information that contribute towards effective management of the
environment by supporting appropriate decision making. This is true since geodesy’s
primary task is that of measuring the Earth’s surface, a task which could easily find
use in environmental applications.

Amongst the geodetic techniques that could be useful to environmental sensing
include: Satellite laser ranging (SLR) that are useful in monitoring mass redistri-
bution e.g., postglacial and also in calibrating altimetry satellites; interferometric
synthetic aperture radar (InSAR) that are finding use in monitoring vertical defor-
mation and oil leaks; satellite altimetry used in monitoring the melting polar ice and
changing sea level; very long baseline interferometry (VLBI) that are useful in plate
tectonic studies, etc. Perhaps the most revolutionary techniques that have pushed
geodesy to the forefront of sensing the environment are the satellites gravity measure-
ments (e.g., from CHAMP (CHAllenging Mini-satellite Payload), GRACE (Gravity

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 31
Environmental Science and Engineering, DOI: 10.1007/978-3-642-34085-7_3,
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Recovery And Climate Experiment) and GOCE (Gravity field and the steady state-of-
the ocean circulation explorer, Fig.20.8). Apart from gravimetric sensing satellites,
the GNSS (Global Navigation Satellite System) satellites such as GPS, which are
playing an increasingly crucial role in tracking low earth orbiting (LEO) remote sens-
ing satellites at altitudes below 3000 km with accuracies of better than 10 cm, see e.g.,
Yunck et al. (1990) are increasing in use.

The applications of GNSS to environmental monitoring and management have
been documented, e.g., in Awange (2012). In this chapter, basics of surveying and
geodesy that underpin environmental geodesy are discussed.

3.2 Definitions: Plane and Geodetic Surveying

Traditionally, surveying is defined as the determination of the location of points on
or near the Earth’s surface. This is achieved through distances and angular measure-
ments, which are converted into coordinates to indicate the horizontal position, while
heights are measured relative to a given reference i.e., the vertical dimension. The
advent of computers, however, has necessitated the modernization of the definition
of surveying to “the collection, processing and management of spatial information”
(Uren and Price 2010).

Surveying plays a pivotal role in determining land ownership, engineering,
mapping, marine navigation, and environmental monitoring through height deter-
mination of anthropogenic land subsidence (see Sect.26.10) among other uses. For
example, surveying plays a crucial role in monitoring deformation of structures such
as dams, bridges, buildings and many others. The main strength of surveying is that
it operates locally, at levels by which most development activities take place.

Surveying can take on the form of plane surveying, where a flat horizontal surface
is used to define the local surface of the Earth and the vertical is taken to be per-
pendicular to this surface (Fig.3.1). Plane surveying, therefore, adopts a horizontal
plane as a computational reference and the vertical direction is defined by the local
gravity vector, which is considered constant. All measured angles are plane angles,
and the method is applicable for areas of limited size. In contrast to plane survey-
ing, geodetic surveying uses a curved surface of the Earth as the computational
reference, e.g., the ellipsoid of revolution (Fig.3.2). The ellipsoid of revolution is
considered to approximate the figure of the Earth, and forms the surface upon which
GNSS positioning is undertaken. Both could be used for environmental monitor-
ing and management at local scale (plane surveying) and global or regional scale
(geodetic surveying).

The distinction between plane and geodetic surveying, therefore is that plane
surveying assumes a flat horizontal surface of the Earth where the vertical is con-
sidered to be perpendicular to this surface. Geodetic surveying on the other hand
accounts for the true form of the Earth as illustrated in Fig.3.2.


http://dx.doi.org/10.1007/978-3-642-34085-7_20
http://dx.doi.org/10.1007/978-3-642-34085-7_26

3.3 Types of Measurements 33

N (Y)

0Q) e—F—

E (X)
Fig. 3.1 Plane surveying
z z
h
b
0
Y Y
a

a 2

X X

Fig. 3.2 Geodetic surveying based on the ellipsoid of revolution with a and b being the semi-major
and semi-minor axes of the ellipsoid respectively. The position of a point on the reference ellipsoid
will be defined by the longitude A, longitude ¢, and height &

3.3 Types of Measurements

Both plane and geodetic approaches lead to the following types of surveys:

Types of Surveying

Depending on the task at hand, surveying is generally categorized into

®

(i)

Cadastral surveying, which deals with property boundary determination.
Whether for property ownership or development of land, knowledge of who
owns what property will always be required.

Topographic surveying, which deals with generation of maps at various scales.
These maps support variety of uses, ranging from reconnaissance to assisting
flood management in civil engineering, mapping spatially changing features,
e.g., changes in wetland perimeter in environmental monitoring, to soil type
maps for assisting land management decisions. Chapter 19 explores the role of
topographical maps in detail.
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(v)

(vi)

(vii)

(viii)

(ix)
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Engineering surveying, which deals mainly with construction, deformation
monitoring, industrial and built environment.

Photogrammetric surveying discussed in Chap. 11, which uses photogrammet-
ric technology for mapping purposes.

Control surveying, which is performed to provide horizontal and vertical con-
trols. These in turn provide a framework upon which subsequent locations are
based. This type of survey is more accurately undertaken than the other types
of survey and often involve use of more precise equipment.

Mine surveying, which is undertaken to support mining activities through pro-
vision of control points for mining locations. These controls are used for
infrastructure construction and also for coordination of points within the min-
ing areas.

Hydrographic surveying that is undertaken for marine purposes and could
also find use in measuring changes in sea level, which is a vital indicator for
monitoring the impact of climate change.

Satellite surveying. Although this can be undertaken locally to support devel-
opment activities, its functions are globally oriented and will be discussed in
detail in the Chap. 5.

Inertial surveying systems, which consist of three accelerometers that are
orthogonally mounted in known directions, relative to inertial space, on a stable
platform used to measure changes in the three-dimensional position, as well as,
the length and direction of the gravity vector (Cross 1985). An in-depth exposi-
tion of this system is presented, e.g., by Cross (1985) who list the advantages of
the system as being faster, independent of refraction of the measuring signals,
and independent of external organization unlike the global navigation satel-
lite system (GNSS) discussed in Chap.5 (see Awange (2012)). Like GNSS,
the systems are all-weather and all-day but are expensive to purchase, and
can only be used in interpolative mode (Cross 1985). Its usage include (Cross
1985): provision of photogrammetric control (see Chap. 11), densification of
national control networks, route surveys e.g., for pipelines, powerlines and
roads, cadastral surveys, fixing of navigation aids and geophysical surveys.
For geophysical surveys, an immediate application that would support envi-
ronmental monitoring is the measurement of gravity discussed in Chap.20.
In some remote-sensing activities, it can give information about the position
and attitude of the sensors and it can be combined with a satellite navigation
system to give real-time positions offshore (Cross 1985).

3.3.1 Plane Surveying Measurements and Instruments

Plane surveying measures linear and angular quantities (Fig.3.3). Linear measure-
ments take the form of horizontal distances, e.g., measured directly by a tape or
indirectly using a total station. In measuring horizontal or slope distances with a
total station (Fig. 3.4a), use is made of electromagnetic distance measurement (EDM)
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(Uren and Price 2010). Indirect measurement of height differences (vertical distance)
using a total station makes use of the slope distance and elevation or vertical angle.
Height differences are directly measurable using a level (Fig.3.4b).

Angular measurements are of three types; vertical or elevation angles, zenith
angles, and horizontal angles (Fig.3.3). Vertical or elevation angle to a point is
measured with reference to a horizontal plane while the zenith angle is mea-
sured with respect to the zenith or vertical direction, where the vertical angle « is
given as
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Fig. 3.5 Protractors defining the buildup of a total station. The complete protractor is used for mea-
suring horizontal angles/directions, while the half protractor is used to measure the vertical/zenith
angles

a=90°—z

where z is the zenith angle. The horizontal angle is obtained in a horizontal plane by
taking the difference between two directions. A total station is used to measure the
angles discussed above. One can view a total station as made of two protractors. A
360° protractor marked in degrees placed in the horizontal plane and used to measure
the horizontal angles, and a half circle protractor in the vertical plane used to measure
the vertical/zenith angles (Fig.3.5).

3.3.2 Geodetic Measuring Techniques

For geodetic surveying, measurement methods that cover wider spatial extent such
as continental or the entire globe are essential. Such methods are useful for mea-
suring environmental changes at regional or global scales on the Earth’s surface,
hydrosphere, cryosphere or the atmosphere. They include but are not limited to
global positioning methods, e.g., by Global Navigation Satellite Systems (GNSS)
discussed in Chaps.4 and 5 (see also Awange (2012)), Satellite altimetric methods
(Sect.20.4), Satellite Laser Ranging (SLR) and Lunar Laser Ranging (Sect.3.4.4),
Interferometric Synthetic Aperture Radar (InSAR) discussed in Sect.9.5, and Very
Long Baseline Interferometry (VLBI) discussed in Sect. 3.4.3.
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3.3.3 Basic Measuring Principles and Error Management

In surveying as well as geodesy, there are basic measuring principles that must
be adhered to in order to achieve the desired outcome that satisfy both the client
and the operator (surveyor). These include completing the measuring task within
the shortest possible time and at the least possible cost. This may be beneficial to
environmental phenomenon that changes within short periods and whose monetary
budget for monitoring are limited. Further, the task must be completed according to
instruction and using instruments of appropriate precision. The records of the field
notes are essential and form part of legal evidence in a court of law in case of disputes.
The following should be taken into consideration.

e Field notes are permanent records of work done in the field and must be thorough,
neat, accurate and guarded carefully.

e Mistakes in field books are never erased but crossed out with one horizontal line
through the middle.

e Specific field note formats exist for different types of surveys. This is particularly
important for cadastral surveys, where notes may be used as evidence in court
cases.

Finally, for mitigation and management purposes, in order to achieve accurate
results, types of errors in surveying measurements and their sources that should be
taken care of are:

e Natural

— Due to the medium in which observations are made.
— Factors: Wind, temperature, humidity, etc.

e Instrumental

— Due to imperfections in instrument construction or adjustment.
— May be reduced or eliminated by calibration and/or observation procedure.

e Personal

— Limitations in operator ability.

— Can be improved with practice.

— Examples: Ability to read vernier scale, ability to accurately point cross-hairs,
etc.

e Mistakes, also called gross errors or blunders

— Usually, but not always, large magnitude.

— Examples: Reading a tape incorrectly, transposing numbers.

— Example: A distance of 15.369m is read and 15.396 is recorded in the field
book.
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e Systematic (deterministic) errors

— Errors that follow some physical or geometric law.
— Their effects can be mathematically modeled and, thus, corrected.
— Examples: Refraction of the line of sight, thermal expansion of a steel band.

e Random errors (what is left over)

— Errors that can’t be modeled and corrected: random variations.
— Governed by probabilistic or stochastic models.

3.4 Measuring Techniques

3.4.1 Linear Measurements

Linear measurements deals with distances (slope, horizontal or vertical), which are
normally required for plotting the positions of details when mapping and also for
scales of the maps (see Chap. 19). Horizontal and vertical distances are useful for
mapping, provision of controls, and monitoring spatial and vertical changes of fea-
tures. Slopes and vertical distances are essential for setting out construction sites,
where vertical distances are useful in height transfer from floor to floor in multistory
building or in mining, i.e., transferring distances from the surface to underground.
Distance measurements can be undertaken using, e.g., tapes (for short distances)
or electromagnetic distance measuring (EDM). Errors associated with tape measure-
ments include instrumental errors (e.g., incorrect length where the tape is either too
short or too long), natural errors (e.g., the expansion or contraction of the steel tape
caused by temperature changes) or personal errors such as wrong reading of the
tape or poor alignment while measuring the distances. EDM is nowadays the most
common tool used for measuring distances. It can be classified according to either
radiation source (optical or microwave), measurement principle (phase or pulse),
or whether a reflector is required or not (i.e., reflectorless). The operating princi-
ple involves the signal being emitted from the total station to some reflector, which
reflects the signals back to the emitter. The distance is then obtained from the basic

equation
Distance
Speed = ——
Time
Since the speed of light(c) is known, and the time the signal takes to travel from the
emitter and back measured, say At, the distance measured by the EDM instrument

then becomes
cAt

2

d =

The division by 2 is due to the fact that the signal travels twice the distance (i.e., from
the emitter to the reflector and back). The phase method, where the signal travels
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in a sinusoidal form is the most common method of distance measurement found in
surveying instruments. However, the pulse method using pulsed laser is becoming
more common particularly for reflectorless instruments. Errors associated with EDM
are elaborately discussed, e.g., in Uren and Price (2010).

3.4.2 Traversing

Traversing is a survey technique used to determine the planar positions (Easting and
Northing: Ep and Np, Fig. 3.6) of control points or setting out points using measured
angle 6 and distance d4 p (Fig.3.6). The position of point B obtained relative to that
of A is given as

Ep=FEps+ AEsp = E4 +dypsin®
Np = Ny + ANgp = Ng +dapcosO

where E 4, N4 is the known planar position of point A.

Applications of traversing include the establishing of control points useful for
construction purposes or for delineating feature boundaries, horizontal control
for generation of topographic maps (see e.g., Chap.19) and also for detail maps
for engineering work, establishment of planar positions of points during construc-
tion (set-out), for area and volume computations, and ground control needed for
photogrammetric mapping discussed in Chaps. 11 and 12.

A traverse can take the form of either open or closed. A closed route can start from
a known point and end at another known point (e.g., from A to B in Fig.3.7a). This
type of traverse is also known as link traverse. If the traverse starts from a known
point and closes at the same point, then it is known as a loop traverse. An open
traverse starts from a known point but does not end at a known point (Fig. 3.7b).

Fig. 3.6 Traversing. dap is N 4
the distance between points
A and B while 6 is the angle
measured from the true North
at point A to point B

Neg

AN,5=N g-N,
NA
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Fig. 3.7 Closed and open traverses. Closed traverse starts from a known point and ends at another
known station. Open traverse may start from unknown point and end at another unknown point a
Closed Traverse b Open Traverse

3.4.3 Very Long Baseline Interferometry (VLBI)

Very long baseline interferometry (VLBI) is a geodetic space technique that is used
solely, or in combination with other satellite techniques to measure geodetic, astrono-
metric and geodynamic parameters. It was developed in radioastronomy with the
objective of studying detail structures of compact radio sources with a higher angu-
lar resolution (see e.g., Seeber (2003, p. 485)).

The system was developed in late 1960s and early 1970s and contains at least
two antennas fixed at thousands of distance apart (the interferometric base) and the
processing unit. The radio telescopes simultaneously receive signals from extragalac-
tic radio sources known as the quasars (Fig.3.8). These signals are recorded on a
magnetic tape for later processing and analysis at a central station.

The time delay between the signals received from the stations are measured using
precise atomic clocks and used to determine the baseline vectors (Ax, Ay, Az)
between the stations. Observations to more than 12 radio sources over a period
of 24h is needed to determine the baseline vector (Fig.3.9).

Modern operations involve eVLBI (Fig. 3.10), where high speed network are used
to connect radio telescopes separated by large distances (100—1000s of km) instead of
traditional method of recording the received signals on magnetic tapes and shipping
the recorded data to a central processor. International collaboration on VLBI service
(IVS) exists and brings together those groups working on VLBI.

With an accuracy of less than 30 mm on baseline lengths of 10,000 km, VLBI is one
of the most accurate space-based measuring technique and find use in establishing
and maintaining Global Reference Frames (e.g., International Celestial Reference
Frame (ICRF) and International Terrestrial Reference Frame (ITRF)). It also provides
fiducial points for controlling GPS satellites (see Sect.5.41). Other uses include
monitoring plate motions, which may be useful in Earthquake studies, monitoring
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Fig. 3.8 Very Long Baseline Interferometry (VLBI). Source http://lupus.gsfc.nasa.gov/brochure/
bintro.html

the orientation of the Earth, positioning, and supporting international collaboration. It
also finds use in establishment of CORS stations discussed in Sect. 6.5. Its advantages
include not suffering from satellite orbital errors, being weather independent, being
independent of the Earth’s gravity field, and not being influenced by the variation of
geocenter.

Its shortcoming includes being slow, expensive, and requiring intensive data
processing. Its instrumental errors are difficult to handle and the results are not avail-
able inreal-time. VLBI does not provide absolute coordinates but relative coordinates
with respect to some arbitrary selected origin unlike GNSS techniques presented in
Chaps.4 and 5.

3.4.4 Laser Ranging Techniques

Laser ranging techniques include satellite laser ranging (SLR) and lunar laser ranging
(LLR). Satellite laser ranging measures precise distances from network of stations
to lower altitude satellites such as Laser Geodynamics Satellites (LAGEOS) with
an altitude of 5838 km. These lower altitude satellites are fitted with retro-reflectors,
i.e., reflectors that reflect the incoming signals in the same direction from which
they came. Laser pulses are generated and transmitted to the satellite via an optical
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Fig. 3.9 VLBI computations

Fig. 3.10 VLBI antenna. Source http://lupus.gsfc.nasa.gov/

system (see Fig.3.11). The signals are detected by the reflectors on the satellite and
send back where they are received by the receiver telescope, analyzed, and the travel
time  measured. From this two-way travel time, the distance between the telescopes,
receiver, and the satellite d is computed by

d = (T/2)c,
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Laser pulse generator Satellite and Retro-reflector

Fig. 3.11 Laser ranging (SLR). Source http://www1.kaiho.mlit.go.jp/KOHO/simosato/Photos/
laser_thumb.jpg and http://center.shao.ac.cn/laser3.JPG

where c is the velocity of propagation (speed of light) and T is the measured travel
time of the signal. The accuracy of the system requires accurate orbit of the satellites
to which signals are send and also accurately known SLR stations.

The main components of SLR consist of ground and space equipment. Ground
equipment are made up of a generator and transmitter of the laser pulse, including
the optical system that sends the pulse. Also in the ground equipment component
are a detector and analyser of the returned pulse, including the receiving telescope,
and a time-of-flight measuring unit. The space equipment consist of the satellite and
retro-reflector (see Fig. 3.11).

SLR can achieve an accuracy of about 1 cm over a baseline of 1000 km. It requires
many observations during a single satellite pass and highest accuracy can be obtained
through combining multi-days observations. The errors are similar to those of GNSS
(Chap.5), i.e., due to clock and atmospheric. High precision satellite orbits are com-
puted from well known permanent stations such as GPS. The system’s advantages
include (see e.g., Seeber (2003, p. 485)): high accuracy, long-term series of obser-
vations and derived parameters (e.g., absolute heights), independent control of other
geodetic techniques, and back-up of active orbit determination systems such as GPS
(see, e.g., Sect.5.41). SLR are also applicable in establishing the CORS stations dis-
cussed in Sect. 6.5. The disadvantages are its strong dependence of the suitability of
the weather, high cost in building and maintaining ground segments, inhomogeneous
data distribution compared to GNSS and VLBI, and no or limited mobility of ground
segment that limits operational capability.

Its applications include; positioning used to realize the global reference frames and
measure plate tectonics (Sect. 26.7), determination of changes in Earth’s gravity field
(Sect.20.3), measuring Earth’s orientation parameters, measuring Ocean and Earth
body tides, the determination of precise orbits of certain satellites, e.g., altimeter
satellites in Fig.20.10, and the determination of mass redistribution (Sect.20.3.1).

Lunar laser ranging (LLR) (Fig.3.12) has the moon acting as the satellite with
the three reflectors that were left on the moon following the Apollo missions of July
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Laser reflector on moon

Fig. 3.12 Laser Ranging—LLR Source http://www.nasa.gov/images/content/444021main_
apollo15_LRRRpart_HI.jpg

1969 (Apollo II), February 1971 (Apollo 14), and July 1971 (Apollo 15) reflecting
the received signals. These reflectors form a triangle with sides 950, 1100 and 1250
km well distributed in latitude and longitude. Two reflectors L17 and L21 were
deployed by the French, with L21 included in LLR. Compared to SLR, high energy
laser are required to “shoot” to the moon which makes the system costly. Only few
observatories have LLR capabilities. LLR can achieve about 3 cm root-mean-square
and find use in studying mutation and rotation of the Earth, lunar rotation, plate
motions (e.g., Sect.26.7), defining reference frames, and locating GNSS ground
control stations as discussed in Sect.6.5.

3.5 Concluding Remarks

This chapter has presented in a nutshell the basics of surveying and geodesy that
underpin the emerging field of Environmental Geodesy. Surveying and geodesy form
part of the geoinformatic discipline that are useful for sensing the environment at
a local as well as global level. Chapters4—6 extensively cover the global naviga-
tion satellite systems (GNSS), particularly the global positioning system (GPS). The
GNSS will be shown in part V as the main tools from surveying and geodesy disci-
pline contributing heavily towards environmental monitoring. This does not mean,
however, that the other methods treated in this chapter are less important. Indeed,
as we shall see, most of these methods are inter-linked. For instance, the establish-
ment of GNSS’ CORS stations require the use of VLBI and SLR (e.g., Sect.5.4.1).
The applications of VLBI, SLR and other methods discussed in this chapter to envi-
ronmental monitoring will be discussed in the appropriate places of part V. Several
books exist that cover surveying and geodesy in extensive detail, see e.g., Grafarend
and Awange (2012, and the references therein).
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Chapter 4
Modernization of GNSS

“By the end of the next decade, there maybe as many as 12
systems in orbit.”
Donald G. DeGryse, Inside GNSS Nov/Dec 2009

4.1 Introductory Remarks

Throughout history, position (location) determination has been one of the fundamen-
tal tasks undertaken by humans on a daily basis. Each day, one deals with positioning,
be it going to work, the market, sport, church, mosque, temple, school or college,
one has to start from a known location and move towards another known destination.
Often the start and end locations are known since the surrounding physical features
form a reference upon which we navigate ourselves. In the absence of these reference
features, for instance in the desert or sea, one then requires some tool that can provide
knowledge of position.

To mountaineers, pilots, sailors, etc., the knowledge of position is of great impor-
tance. The traditional way of locating one’s position has been the use of maps or
compasses to determine directions. In modern times, however, the entry into the game
by Global Navigation Satellite Systems (GNSS) comprising the US’s Global Posi-
tioning System (GPS), Russia’s Global Navigation Satellite System (GLONASS),
the European’s Galileo, and the Chinese’s Compass have revolutionized the art of
positioning, see, e.g., Hofman-Wellenhof et al. (2008). The use of GNSS satellites
can be best illustrated by a case where someone is lost in the middle of the desert or
ocean and is seeking to know his or her exact location (see, e.g., Fig. 4.1).

In such a case, one requires a GNSS receiver to be able to locate one’s own
position. Assuming one has access to a hand-held GNSS receiver (e.g., Fig.4.1), a
mobile phone or a watch fitted with a GPS receiver, one needs only to press a button
and the position will be displayed in terms of geographical longitude and latitude

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 47
Environmental Science and Engineering, DOI: 10.1007/978-3-642-34085-7_4,
© Springer-Verlag Berlin Heidelberg 2013
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Lost in the Saharan desert?
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Fig. 4.1 Use of GNSS to position oneself

(¢, A). One then needs to locate these values on a given map or press a button to
send his/her position as a short message service (sms) on a mobile phone as is the
case in search and rescue missions. Other areas where GNSS find use are geodetic
surveying (discussed in Sect.3.3.2) where accuracies are required to mm level, GIS
(Geographic Information System) data capture (e.g., part IV), car, ship and aircraft
navigation, geophysical surveying and recreational uses.

The increase in civilian use has led to the desire of autonomy by different nations
who have in turn embarked on designing and developing their own systems. In this
regard, the European nations are developing the Galileo system, the Russians are
modernizing their GLONASS system while the Chinese are launching a new Com-
pass system. All of these systems form GNSS with desirable positional capability
suitable for environmental monitoring and management. GNSS are:

1. Global: This enables the monitoring of global environmental phenomena e.g.,
global warming, changes in sea level, etc.

2. All weather: This feature makes GNSS useful during cloudy and rainy periods,
which are still stumbling blocks to radar systems and low Earth orbiting satellites
discussed in part II.

3. Able to provide 24 h coverage: This enables both day and night observation and
can thus enable the monitoring of diurnal environmental phenomena such as the
spread of oil from a maritime disaster.
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4. Cheaper: As compared to other terrestrial observation techniques such as pho-
togrammetry (Chaps. 11 and 12) or Very Long Baseline Interferometry (VLBI)
(Takahashi et al., 2000), GNSS are economical due to the fact that only a few oper-
ators are needed to operate the receivers and process data. Less time is therefore
required to undertake a GNSS survey to obtain a solution.

5. Able to use a global common reference frame (e.g., WGS 84 Coordinate System
discussed in Sect. 6.6.2).

4.2 The GNSS Family

Besides the US owned GPS and the European’s Galileo under development, GNSS
family is comprised also of the Russian owned GLONASS and the People’s Republic
of China’s Compass. Other than GPS that has been in operation for a long period
of time, GLONASS that was first launched in 1982 has also been in operation after
attaining full operational capability in 1995. Full constellation should consist of 21
satellites in 3 orbits plus 3 spares orbiting at 25,000 km above the Earth surface. By
2005, only 14 satellites were in orbit. Russia is however planning a new generation
of satellites as discussed in Sect. 4.3. A complete constellation of 24 satellites was
achieved last December, but Russia intends to keep pushing ahead with its GNSS
to attain 30 satellites, complete augmentation system and improved OCX by 2020.!
Table 4.1 provides a comparison between the GLONASS and GPS systems.

Other systems include augmentation such as the European Geostationary Nav-
igation Overlay Service (EGNOS), Indian Regional Navigation Satellite System
(IRNSS) consisting of seven satellites, with the first satellite of IRNSS
constellation planned to be launched in 2013 and the full constellation expected

Table 4.1 Comparison between GPS and GLONASS as of March 2011

GPS GLONASS
Number of satellites 31 22
Number of orbital planes 6 3
Orbital radius 26,000 km 25,000 km
Orbital period 11h 58m 11h 15m
Geodetic datum WGS84 SGS84
Time reference UTC(USNO) UTC(SU)
Selective availability Yes no
Antispoofing Yes Possible
Carrier L1:1575.42MHz 1602.56-1615.5MHz
L2:1227.60 MHz 246.43-1256.5 MHz
C/A code (L1) 1.023MHz 0.511MHz
P-code (L1,L2) 10.23MHz 5.11 MHz

! http://www.insidegnss.com/node/3010
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in 2014.2 The Japanese’s Quasi-Zenith Satellite System (QZSS) is a proposed three-
satellite regional time transfer system and Satellite Based Augmentation System (see
Sect. 6.4.4.2) for the GPS that would be receivable within Japan and cover most of
Australia. The first QZSS satellite was launched on 11 September 2010 and a full
operational capability is expected by 2013.> EGNOS is a stand alone system that
seeks to augment the existing GPS and GLONASS systems to improve satellite posi-
tioning accuracy within Europe. It has its own ground, space, and user segments with
support facilities. The Indian based GAGAN (GPS Aided GEO Augmented Navi-
gation) is a regional SBAS system designed to support the fuctions of the Airports
Authority of India for Civil Aviation requirements through an improved accuracy of
better than 7m. The first GAGAN satellite was launched on 21st May 2011 and the
second on 29th September 2012.#

EGNOs’ ground segment is made up of GNSS (GPS, GLONASS, Geostationary
Earth Orbiting satellites-GEO), Ranging and Integrity Monitoring Stations (called
RIMS) connected to a set of redundant control and processing facilities called Mission
Control Center (MCC) that determine the integrity, pseudorange differential correc-
tions for each monitored satellite, ionospheric delays and generates GEO satellite
ephemeris (European Commission and European Space Agency 2002). This infor-
mation is up-linked to the GEO satellites from the Navigation Land Earth Station
(NLES). The GEO satellites then send the correction information to individual users
(user segment) who use them to correct their positions. For discussions on more
GNSS systems, such as DORIS, PRARE, etc., we refer the reader to Awange (2012);
Hofman-Wellenhof et al. (2008); Prasad and Ruggieri (2005).

4.3 Future Missions

GLONASS was designed to have a constellation of 24 satellites, but funding lim-
itations led to its near demise with fewer than originally planned operating (i.e.,
22 satellites operating as of March 2011). The Russian government has, however,
embarked on a modernization program which will see the deployment of new gen-
eration GLONASS-K, GLONASS-M and GLONASS-KM (scheduled for launch in
2015) satellites that will have improved features, e.g., reduced weight, more stable
clocks, longer lifespan and improved navigation message.> On 25th of September
2008, the Space Forces successfully launched three GLONASS-M satellites into orbit
from the Baykonur launch site bringing the number of GLONASS-M satellites to
about 18. The launch of the GLONASS-K satellites with three civilian frequencies,
which are supposed to have a longer lifetime than the GLONASS-M satellites (i.e.,

2 http://www.isro.org/scripts/futureprogramme.aspx#Forth
3 http://www.jaxa.jp/projects/sat/qzss/index_e.html
4 http://www.isro.org/scripts/futureprogramme.aspx#Satellite

5 The System: GLONASS Forecast Bright and Plentiful. http://www.gpsworld.com/the-system-
glonass-forecast-bright-and-plentiful/
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10 years), and with added integrity components took place on 26th of February 2011,
having been delayed from its planned date in December 2010 following the crash
of the three GLONASS-M type satellites into the Pacific ocean. GLONASS, like
GPS, reserves high accuracy signals for military use while providing free standard
accurate signals for civilian use.

Not to be left behind, the Peoples Republic of China launched the first Compass
satellite in 2007 and the second one in 2009. By October 2012, the number of
Compass satellites in space were 16, with a complete global coverage expected by
2020.% Compass constellation is expected to comprise more than 30 satellites orbiting
at an altitude of about 21,150km (see e.g., Hofman-Wellenhof et al. (2008, p .402),
for details).

4.4 Environmental Benefits of the Expanded GNSS Family

With the receivers undergoing significant improvement to enhance their reliability
and the quality of signals tracked, the world will soon be proliferated with various
kinds of receivers that will be able to track several or all GNSS satellites. The mon-
itoring and management of environmental aspects could benefit enormously from
these enhanced and improved GNSS satellites. First, the possibilities of combining
some of the main GNSS satellite systems could impact positively on environmental
monitoring by meeting demands of various users.

For example, a receiver capable of trucking both GLONASS and GPS satel-
lites such as Sokkia’s GSR2700-ISX receiver has the possibility of receiving sig-
nals from a total constellation of more than 40 satellites. When GLONASS attains
full operational capability (FOC), with 28 satellites, this will lead to an integrated
GPS/GLONASS of more than 50 satellites. Similarly, the design of Galileo is being
tailored towards an interoperability with other systems, thereby necessitating com-
patibility with GPS and GLONASS and potentially leading to a constellation of
nearly 80 satellites.

The combination of GPS and Galileo and other GNSS systems will further pro-
vide more visible satellites. Consider the proposed Australian CORS stations shown
in Fig. 6.15, which will be useful for monitoring the future expected changes in
sea level, submergence of land due to groundwater abstraction and other environ-
mental phenomenon [see e.g., Awange (2012)]. As an example, Fig. 4.2 presents
GPS satellites that were visible on 15th of March 2007 compared to the situation in
Fig. 4.3 to what would have been observed were Galileo satellites also fully opera-
tional on that day. As can be seen from Fig. 4.2, the lowest number of satellites visible
at any station on that day was 6. When Galileo satellites are included, the minimum
number of visible satellites doubles to 12. Thus overall, anywhere on the Australian
continent at the aforementioned “snapshot” of time, there would have been enough
visible satellites for the proposed CORS network and that the addition of GALILEO

6 http://www.insidegnss.com/node/3246
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Fig. 4.2 Number of visible GPS satellites over Australia on 15.03.2007. Source Wallace (2007)
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Fig. 4.3 Number of visible GPS+Galileo satellites over Australia on 15.03.2007. Source Wallace
(2007)

will greatly improve satellite visibility. Table 4.2 presents the total number of visible
Galileo and GPS satellites as reported by the definition phase of Galileo, see e.g.,
European Commission and European Space Agency (2002). This increase in the
number of visible satellites will ensure a better geometry and improved resolution
of unknown ambiguity, thereby increasing the positioning accuracies as discussed in
Sect. 6.3.

The advantages of combining GNSS systems listed by the EU and EC-ESA
(European Commission and European Space Agency, 2002) include:

e Availability: For example, a combination of Galileo, GLONASS and GPS will
result in about 60 operational satellites, resulting in the increased availability for

Table 4.2 Maximum number of visible satellites for various masking angles

Receiver elevation Number of visible Number of visible Total
masking angle (°) Galileo satellites GPS satellites

5 13 12 25
10 11 10 21

15 9 8 17

Source European Commission and European Space Agency (2002)
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the required minimum 4 satellites from 40 % to more than 90 % in normal urban
environments worldwide.

e Position accuracy: Allied to an increased availability in restricted environments
(urban) is a better geometry of spacecraft and enhanced positioning performance.

e Integrity: In addition to generating ranging signals, augmentation of GNSS with
SBAS discussed in (Awange 2012) will enhance the provision of integrity infor-
mation.

e Redundancy: The combination of services from separate and fully independent
systems will lead to redundant observations.

Increased satellite availability from 40 % to more than 90 % in urban environments
would benefit satellite environmental monitoring measurements undertaken in urban
areas where the effect of multipath and signal reflection from buildings and features
are rampant. Redundant observations will be beneficial to environmental monitoring
projects that may need continuous measurements (i.e., full system backup).

GNSS systems can be combined with non-GNSS systems such as conventional
surveying, Long Range Aid to Navigation (LORAN-C) and Inertial Navigation
Systems (INS) to assist where GNSS systems fail, such as inside forests and tunnels.
Other benefits that would be accrued through the combination of GNSS system with
conventional methods have been listed, e.g., by EU and EC-ESA (European Com-
mission and European Space Agency, 2002) as offering improved signal strength,
which provides better indoor penetration and resistance to jamming; offering a lim-
ited communication capability; offering a complementary positioning capability to
users in satellite critical environments through mobile communication networks; and
provision of a means for transferring additional GNSS data through communication
systems to enable enhanced positioning performances (e.g., accuracy) as well as
better communication capabilities (e.g., higher data rates, bi-directional data links).

4.5 Concluding Remarks

With the anticipated GNSS systems that will comprise various Global Positioning
Satellites, environmental monitoring and management tasks requiring use of satel-
lites will benefit from increased number of satellites. Increased number of satellites
will have additional advantages compared to GPS system currently in use. Some
of the advantages include additional frequencies, which will enable modeling of
ionospheric and atmospheric errors to better resolutions; additional signals that will
benefit wider range of environmental monitoring and management tasks; and a wider
range of satellites from which the users will be able to choose from. GNSS will offer
much improved accuracy, integrity and efficiency performances for all kinds of user
communities over the world. In the next Chap. 5 is presented more details on GPS.
Detailed use of GNSS to environmental monitoring and management is presented in
Awange (2012).
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Chapter 5
The Global Positioning System

“The number of GPS units and sensors is growing fast, and if
geo-referencing was a specialist’s work a few years ago, it is a
mainstream “one click matter” today. Software in smart-phones
and alike makes it incredibly easy to create geo-referenced data.
Location-based services are a fast growing business accordingly
and all kinds of geo-related social networking “here I am”
applications invade our daily life.”

Erik Kjems

5.1 Introductory Remarks

The Global Positioning System or GPS is the oldest and most widely used GNSS
system, and as such will be extensively discussed in this and the next chapter. The
development of GPS satellites dates from the 1960s (Hofman-Wellenhof et al. 2001;
Leick 2004). By 1973, the US military had embarked on a program that would
culminate into the NAVigation System with Timing And Ranging (NAVSTAR) GPS,
which became fully operational in 1995. The overall aim was to develop a tool that
could be used to locate points on the Earth without using terrestrial targets, some
of which could have been based in domains hostile to the US. GPS satellites were
therefore primarily designed for the use of the US military operating anywhere in the
world, with the aim of providing passive real-time 3D positioning, navigation and
velocity data. The civilian applications and time transfer though the predominant use
of GPS is, in fact, a secondary role.

The World of Geographically Referenced Information is Facing a Paradigm Shift. Source http://
www.vector I media.com/.

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 55
Environmental Science and Engineering, DOI: 10.1007/978-3-642-34085-7_5,
© Springer-Verlag Berlin Heidelberg 2013
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5.2 GPS Design and Operation

In general, GPS is comprised of space, control and user segments, which are described
in the following subsections.

5.2.1 Space Segment

This segment is designed to be made up of 24 satellites plus 4 spares orbiting in a
near circular orbit at a height of about 20,200km above the Earth’s surface. As of
December 2012, there were 31 operational GPS satellites in space.! Each satel-
lite takes about 11h 58 min to orbit around the Earth [i.e., orbits the Earth twice a
day (Agnew and Larson 2007)]. The constellation consists of 6 orbital planes inclined
at 55° from the equator, each orbit containing 4 satellites (Fig.5.1). With this setup,
and an elevation of above 15°, about 4 to 8 satellites can be observed anywhere on
the Earth at anytime (Hofman-Wellenhof et al. 2001; Leick 2004). This is important
to obtain 3D positioning in real-time. The satellites themselves are made up of solar
panels, internal components (atomic clock and radio transmitters) and external com-
ponents such as antenna. The orientation of the satellite in space is such that the solar
panels face the sun so as to receive energy to power the satellite while the antennas
face the Earth to transmit and receive radio signals.

The launch of GPS satellites has undergone several stages since inception. First
launched were Block I prototype satellites, from 1978 to 1985. Powered by solar
panels, they weighed 845 kg and were designed with a lifespan of 4.5 years. They,
however, exceeded this time span with some operating for more than 10 years. These
satellites are now not operational, having been replaced by Block Il satellites launched
in 1989 and weighing 1,500 kg. They operated until 1996, by which time 27 satellites
of Blocks II and ITA (“A” stands for Advanced) had been launched. The last of the
Block IIA satellites was launched in 2001. Their life span was designed to be 7.5
years, but some were still operational even after 10 years. By April 1995, GPS had
been declared fully operational with the third generation satellites, Block IIR (“R”
stands for Replacement), designed to replace the early Block II satellites, being
deployed in July 1997.

On 26th September 2005, the first satellite of Block IIR-M (“R” standing for
replacement and “M” modernized) was successfully launched. The last of the Block
IIR-M satellites was launched on 17/08/2009. The first of the Block IIF (“F” standing
for Follow-on) series was launched on 27th May 2010 from Cape Canaveral, Florida,
USA. Finally, the launch of Block III satellites scheduled for 2014 is expected to
improve the capability of the GPS community and is expected to operate up to 2030
and beyond (Hofman-Wellenhof et al. 2008, p. 324). This would provide a wider
window of opportunity for important applications such as environmental monitoring

! http://adn.agi.com/SatelliteOutageCalendar/SOFCalendar.aspx
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Block IIR

B

Launch of the 5" IR-
M on 20/12/2007

Block Il (Increment A)

Source: NOAA GPS constellation

Fig. 5.1 A schematic showing the configuration of the GPS satellites in orbit and the various
GPS-blocks

and management. Figure 5.1 shows some of these GPS Blocks and the pattern they
take in their constellation.

5.2.2 Control Segment

The GPS control segment consists of master, monitor and ground stations. The
master control station is located at Colorado Springs (Schriever Air Force Base,
Colorado) with a backup station at Gaithersburg, Maryland. The monitor stations
are made up of five stations located at Colorado Springs, Ascension Island in the
Atlantic Ocean, Hawaii, Diego Garcia in the Indian Ocean, and Kwajalein Island
in the Pacific Ocean. In September 2005, six more monitoring stations of the NGA
(National Geospatial-Intelligence Agency) were added to the network, enabling every
satellite to be seen by at least two monitoring stations and thus improve the accuracy
of the computed satellite orbital parameters (known as ephemeris) (see Fig.5.2).%

2 copyright http://www.kowoma.de/en/gps/control_segment.htm
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Fig. 5.2 GPS monitoring stations. Source http://www.kowoma.de/en/gps/control_segment.htm

These stations monitor the orbital parameters and send the information to the
master control station at Colorado Springs. The information obtained from these
monitoring stations tracking the satellites are in-turn used to control the satellites
and predict their orbits. This is done through the processing and analysis of the
information by the master station, which computes the satellite ephemeris and clock
parameters and transmits them to the satellites via the monitoring stations. The satel-
lite ephemeris consists of satellite positions and velocities predicted at given times.

There are several ground stations distributed across the world that augment the
control system by monitoring and tracking the satellites in space and transmitting cor-
rection information to individual satellites through ground antennas. These stations
form the International GNSS Service (IGS) network. The ground control network
is therefore responsible for tracking and maintaining the satellite constellation by
monitoring satellite health and signal integrity and maintaining the satellite orbital
configuration.

5.2.3 User Segment

The user segment consists of receivers (most of which consist of 12 channels), which
are either hand-held (also available in wrist watches, mobile phones, etc) or mount-
able receivers, e.g., in vehicles, or permanently positioned. The availability of 12
channels enables receivers to track and process data from 12 satellites in parallel,
thus improving on positioning accuracy (see accuracies for various applications in
Chap. 6). These receivers are employed by a wide range of users to meet their daily
needs. So wide and varied are the uses of GPS that Awange and Grafarend (2005)
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termed it the Global Problem Solver (GPS). For military purposes, it is useful in
guiding fighter planes, bombers and missiles, as well as naval and ground units.

Civilian use covers a wide range of applications, such as mining, where it is used
to guide heavy machinery, or locating positions to agriculture in what has become
known as “precision farming”. Using GPS and GIS, farmers can integrate location,
amount of fertilizer and yield expected and analyze the three for optimum output.
Awange and Ong’ang’a (2006) have elaborated the possible use of GPS in lake
studies. Modern car tracking companies use GPS to locate stolen vehicles or trucks
that have veered away from predestined routes, while in the aviation sector, GPS
can be used in both aircrafts and airports to guide landings and take offs. GPS is
also widely used in sports such as mountaineering. The list of uses is therefore only
limited to our imaginations.

For environment monitoring, GPS as one of the GNSS plays a key role as dis-
cussed in detail in Awange (2012). For example, GPS plays a vital role in earthquake
monitoring and as such is useful for environmental disaster mitigation. It can also
map post disaster areas and monitor events such as forest fires and oil spills, and how
fast they are spreading. Its application to environmental phenomena such as El Nifio,
tsunami warning, water vapour monitoring and global warming in what is known as
GPS-meteorology promises more benefits to humanity. In recent studies, GPS has
contributed to the monitoring of variations in fresh water resources and has together
with other satellites established the cause of the 2006 rapid fall in Lake Victoria, see
e.g., Awange et al. (2008).

5.3 GPS Observation Principles

In this section, the basic principles upon which GPS operates are presented. More
detailed expositions of the operational principles can be obtained in more advanced
text books such as Hofman-Wellenhof et al. (2001), Leick (2004) and US Army
Corps of Engineers (2007). We begin the section by looking at the structure of the
GPS signals.

5.3.1 GPS Signals

Earlier GPS satellites (Blocks II, IIA, and IIR) sent microwave radio signals to
receivers that are comprised of

e L1 and L2 carrier frequencies,
e Coarse Acquisition C/A and Precise Acquisition P-binary codes, and
e the navigation messages.

The precise atomic clocks on-board the GPS satellites generate a fundamental
clock rate or frequency fo of 10.23 MHz, which is used to generate the two L-band
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Fig. 5.3 Code modulation in the GPS carrier frequencies

carrier frequencies L1 and L2 through integer multiplication (i.e., L1 = 154 f; and
L2 =120 fp). This leads to the frequency of L1 to be 1575.42 MHz with a wavelength
of 19 cm and that of L2 as 1227.60 MHz with a wavelength of 24.4 cm. The ranging
binary codes C/A-code and P-code are then modulated onto the carrier frequencies
(see Fig.5.3). Each of these ranging codes consists of a stream of binary digits, zeros
and ones, known as bits or chips (El-Rabbany 2006, p. 14). Due to the noisy nature
of these codes, they are known as Pseudo Random Noise (PRN) but are normally
generated using a mathematical algorithm, see e.g., Hofman-Wellenhof et al. (2001).

The L1 frequency carries both the C/A-code and P-code, while the L2 frequency
carries only the P-code. The C/A-code modulates at 1 MHz and repeats every 1023
bits while the P-code modulates at 10 MHz and repeats every 7 days, however the
P-code is not accessible to civilian users.

Each satellite has a specific C/A-code, which enables the GPS receiver to identify
which satellite is transmitting a particular code. For example, a GPS satellite with an
ID of PRN 20 refers to a GPS satellite that is assigned to the twentieth week segment
of the PRN P-code (El-Rabbany 2006, p. 14). C/A-code is less precise compared
to P-code and is reserved for civilian use.

The P-code, with a frequency of 10.23 MHz, is more precise and is reserved for
the use of the US military and its allies. P-code repeats itself every week having a
wavelength of 29.3 m. The reservation of this code for military use is realized through
the addition of an unknown W-code to the P-code to generate a P(Y)-code. This
process is called antispoofing (AS).

Besides the ranging C/A-code and P-codes, a GPS satellite will also broadcast
navigation messages to its users. The navigation message contains information on
the health of the satellite, orbital parameters (satellites broadcast their ephemeris
as a function of time), generic ionospheric corrections, satellite clock correction
parameters, satellite almanac (essential for mission planning, see Chap. 6), and some
information on other satellites. Each message has a 50 Hz frequency and consists of
25 pages (also known as frames) and 5 subframes of data.

Subframe 1 contains GPS week number, satellite accuracy and health, and satel-
lite clock correction terms. Subframes 2 and 3 carry the satellite ephemeris, while
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subframe 4 contains ionospheric corrections, satellite health and almanac data for
satellites 25 to 32, special messages, satellite configuration flags, ionospheric and
UTC data. Subframe 5 contains the satellite health and almanac data for satellites
1-24, almanac reference time and week number. Each subframe is made up of 10
words, and each word is made up of 30 bits. The total message length is therefore
1500 bits.

The advantage of using dual frequencies (L1 and L2) is the ability to mitigate
ionospheric errors. The setback with the traditional GPS signal structure is that
the civilian user has only access to the L1 carrier frequency. Positioning with L1
alone has the limitation of not being able to use the differencing techniques that
combine both L1 and L2 frequencies to minimize ionospheric errors. To circumvent
this problem, most geodetic high precision GPS receivers adopt techniques such as
cross-correlation that do not require the Y-code to recover the L2 signal (El-Rabbany
2006, p. 20). These techniques, however, recover L2 signals which are noisier than the
original signals. For long baselines, i.e., distances of 100s of km between receivers,
use of such L2 signals provides some relief against the effect of the ionosphere.
For very short baselines, e.g., <5km, the ionospheric effects cancel out between the
receivers as the atmospheric conditions are almost identical between these receivers.
Use of L2 signals could thus be omitted without significant effects.

Modernized GPS satellites (Block IIR-M and Block IIF) are attempting to address
this problem through the introduction of the second civilian ranging code L2C that
will be modulated on the L2 carrier frequency. The L2C signal is already being trans-
mitted by Block IIR-M satellites currently in orbit. This will provide civilians with
the capability of combining the two frequencies L1 and L2 to mitigate ionospheric
errors. In addition to this civilian frequency, Block IIR-M will also have a new mili-
tary signal with a new code (M-code on L1M and L2M). Although this is expected
to improve autonomous positioning (stand-alone GPS), the additional of the sec-
ond civil code is found to be insufficient for use in civil safety of life applications,
mainly due to the potential interference of ground radars that operate near the GPS
L2 band (El-Rabbany 2006, p. 17).

Therefore, in order to meet the needs of safety-of-life in aviation, a third civil
code LS5 is planned to be incorporated in future block IIF and GPS III satellites in
addition to the L2C and the new robust and higher power military M-codes. They
will be modulated into the L1 and L2 carrier frequencies. These additional civilian
signals are expected to improve positioning accuracy (see, e.g., Fig. 6.7 in p. 83).

5.3.2 Measuring Principle

The starting point is the basic principle of physics that relates the travel time f,
distance travelled d, and speed of light ¢, namely:

Distance(d) = Speed(c) x Time(t). (5.1
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If time ¢ can be accurately measured in (5.1), and the speed ¢ is known, then it is
possible to obtain the distance d. This basic expression forms the foundation of GPS
satellite positioning. GPS receivers situated on the ground or in space accurately
measure the time ¢ taken by a signal to travel from the satellites to the receivers.
Knowing the speed of light (i.e., ¢ = 3 x 108 ms™!), the distance from the satellites
to the receivers, known as “pseudoranges” can be measured. Since the GPS satellites
orbit at about 20,200 km above the Earth, it takes around 0.07 s for the signal to travel
from the satellites to the receivers.

The satellites generate binary codes that are send to the receiver, which generates
an identical binary code. The receiver generated codes are then compared to those
received from the satellites, which lag behind those generated by the receivers. By
comparing the two signals (from satellite and receiver), the receivers are able to
compute the travel time of the signal. A binary code generated by the satellite takes
the form of +1/—1 (see Fig.5.3).

In order to measure the time traveled by the signal accurately, the receiver and
satellite clocks must be synchronized and be error free. The clocks, however, normally
have errors that are propagated to the measured ranges. Furthermore, clock errors
are not the only ones that degrade the measured ranges. The atmosphere, orbital
errors, multipath, and other types of errors discussed in Sect. 5.4 also contribute to
the degradation of the measured ranges, hence the term pseudoranges.

Because the receiver position is given by the three Cartesian coordinates X, Y, Z,
one solution of Eq. (5.1) would not suffice, with three such equations being required.
This would essentially mean simultaneously observing three satellites in space to
obtain position for one epoch. Due to clock errors, however, there is an additional
receiver clock unknown bias Ar which takes the number of unknowns to four, i.e.,
X, Y, Z, At. Hence a fourth satellite is needed to determine the receiver clock error
At, while the satellite clock errors are modeled.

There are two ways by which the distances from the receivers to the satellites are
measured. These are:

(i) Code ranging
(i) Carrier phase measurements.

Code pseudorange involves measuring the time lag between the satellite and receiver
generated signals using either C/A-code or P-code (Fig.5.4). The receiver locks
onto the signal and synchronizes a matching code, thereby measuring the delay of
the signal, as illustrated in Fig. 5.4. The measured time delay, Az, is then multiplied
by the speed of light ¢ in Eq. 5.1 to generate the pseudorange p. Code pseudoranges
can achieve an accuracy of about 5-15m for C/A-code and therefore may suffice
for those environmental applications that do not require higher accuracies such as
locating a waste dumping site.

For accuracies at cm and mm levels, i.e., those required for monitoring environ-
mental phenomenon such as rising sea level or the movement of tectonic plates, one
has to use the carrier-phase measurements (Fig.5.5).

For Carrier-phase pseudorange, phase lag instead of time lag is measured.
The measuring principle is similar to that used in an EDM (electronic distance
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60 816543.9534

Fig. 5.5 Carrier-phase pseudorange measurement

measurement), see e.g., Irvine and Maclennan (2006). By measuring carrier phase,
more precise positioning is possible.

As seen in Fig.5.5, the complete number of cycles plus the fractional portion
(phase) are used in the case of GPS carrier phase pseudorange measurements from
the satellites to the receiver. The only difference is that unlike EDM discussed in
Sect. 3.4, which is a two way transmission (i.e., the signal is reflected), GPS offers
a one way transmission with no reflection of the signals. Since the initial complete
number of cycles are not normally known at the time the receiver is switched on,
there exists an unknown infeger ambiguity. The accurate determination of this inte-
ger ambiguity underpins the accuracy of the final position derived from the carrier
phase measurements. For GPS phase measurements, the one way distance equation
becomes
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pseudorange(pp) = n\ + ¢ 5.2)

Example 5.1 (Carrier phase measurements) As an illustration, let us consider
carrier phase measurements made from the satellite to the receiver for a duration
of 1 min (Fig.5.5). At the time the receiver is switched on (i.e., # = 0s), it
generates a random integer number such as (565730) since it does not know the
complete number of cycles of the signal from the satellite. As the measurement
progresses, the number of cycles increases and the complete number of cycles
are accurately counted (if no cycle slips occur, i.e., loss of lock of satellites).
After t = 60 s, the total number of cycles counted is recorded as §16543.9534.
The complete number of cycles measured in 1 min is thus 816543 — 565730 =
250813 together with the fractional portion of the cycle 0.9534. If 1 cycle of
the L2 signal has a wavelength of A = 0.244 m, the measured pseudorange P,
will be given by

P, = 250813\ + 0.9534)\ + N)\} 5.3)

P, = 61198.60463 + N A ’ ’
where N is the unknown integer ambiguity. If its value is known, then the
phase pseudorange could be determined. Since this value is often unknown, it
is determined independently or together with the unknown coordinates X, Y, Z
and clock parameters as discussed e.g., in Awange (2012).

End of example

In Awange (2012), it is shown how the pseudoranges discussed above are used in
the observation equations for generating positions. Detailed discussion of the signal
structure and how they are processed can be found, e.g., in Leick (2004), Hofman-
Wellenhof et al. (2001, pp. 71-85).

5.4 Errors in GPS Measurements

Just like any other measurement, the accuracy derived from GPS measurements are
subject to errors that degrade the quality of the derived parameters, including those
of environmental interest. This section considers some of the most significant errors
that undermine GPS observations and discusses the means by which these errors
could be minimized and/or avoided. As already pointed out in Sect.5.3.2, these
errors lead to pseudorange rather than an accurate range between the satellite and
the receiver. Modeling techniques by which these errors are eliminated or minimized
are presented, e.g., in Awange (2012).
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5.4.1 Ephemeris Errors

As the satellites move along their orbits, they are influenced by external forces such as
solar and lunar (moon) gravitational attraction, as well as periodic solar flares (Irvine
and Maclennan 2006, p. 180).

For shorter baselines (i.e., distances less than 30km between two receivers on
Earth), orbital errors tend to cancel through differencing techniques (see Awange
2012). Over long baselines however, e.g., over 1,000km, orbital errors no longer
cancel owing to different receivers sensing different components of the error due to
significant changes in the vector directions.

As pointed out in Sect. 5.2.2, ground monitoring stations are used to continuously
measure the positions of the satellites. Techniques such as satellite laser ranging
(SLR), lunar laser ranging (LLR) and Very Long Baseline Interferometry (VLBI)
discussed in Sect. 3.4 are used to locate these ground control stations to a very high
accuracy. Using the data from the monitoring stations, the master control station
predicts satellite positions (broadcast ephemeris), which are transmitted to the user
as part of the navigation message together with the data signals during positioning
as discussed in Sect.5.3. The accuracy of the broadcast ephemeris has improved
tremendously, i.e., from 20-80m in 1987 to 2m currently, see e.g., EI-Rabbany
(2006, p. 16).

El-Rabbany (2006, p. 16) attributes this improvement to superior operational
software and improved orbital modeling. Broadcast ephemeris are useful for real-
time positioning (i.e., if the GPS receiver is expected to deliver results while collecting
measurements in the field). Precise ephemeris on the other hand are useful for post
processing tasks which are required at a later date. In such cases, the post-processed
positions of the satellites by other global tracking stations are available 17 h to 2 weeks
later with accuracies of 0.02-0.2m.

5.4.2 Clock Errors

Satellite clocks are precise atomic clocks (i.e., rubidium and cesium time standards).
In contrast, the receivers cannot include atomic clocks since the cost would be too
high for users to afford and for safety concerns. Clocks within the receivers are thus
less precise and as such subject to errors. This is not to say that the satellite clocks
are error free, but that the magnitude of the receiver errors are much higher.

The satellite and receiver clocks also have to be synchronized in order to measure
the time taken by the signal to travel from the satellites to the receiver. Since the
synchronization is normally not perfect, errors are likely to occur. This error is also
known as time offset, i.e., the difference between the time as recorded by the satellite
and that recorded by the receiver (see, e.g., US Army Corps of Engineers 2007). The
measured range error is then given by
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R, = cft, (5.4)

where c is the speed of light and d¢ is the time offset. From (5.4), considering that
¢ = 3x 10° km/s, a clock error of 0.000001 s, for instance, would cause the measured
range to be erroneous by 300m, while an error of 0.001s would result in a range
error of 300 km.

Satellite clock errors are small in magnitude and easily corrected due to the fact
that the ground control stations closely monitor the time drift and are able to determine
second order polynomials which accurately model the time drift (US Army Corps
of Engineers 2007). These second order polynomials are included in the broadcast
message. The receiver clock error is determined as a nuisance unknown along with
the required coordinate parameters in the observation equation and this explains the
need of the fourth satellite as discussed in Sect.5.3.2.

5.4.3 Atmospheric Errors

The atmosphere is the medium above the Earth by which the GPS signal passes
before it reaches the receiver. Charged particles in the ionosphere (50—1000km)
and water vapour in the troposphere (1-8km) affect the speed of the GPS sig-
nals, leading to an optical path length between the satellite and the receiver and a
delay in the corresponding time the GPS signal takes to reach the receiver, see e.g.,
Belvisetal. (1992). One of the key tasks of geodetic GNSS processing software there-
fore is to “correct” the ranges between the satellite and the receiver so as to remove
the effects of the Earth’s atmosphere, thereby reducing all optical path lengths to
straight-line path lengths (Belvis et al. 1992).

The ionosphere is made of negatively charged electrons, positively charged atoms
and molecules called ions. The charged particles are a result of free electrons that
occur high in the atmosphere and are caused by solar activity and geomagnetic storms.
The number of free electrons in the column of a unit area along which the signal
travels between the sending satellite and the receiver make up what is known in GPS
literatures as the Total Electron Content (TEC). Free electrons in the ionosphere
delay the GPS code measurements, thus making them too long on the one-hand
while advancing the GPS phase measurements, making them too short on the other
hand, thus resulting in incorrect ranges (i.e., error in the measured ranges) (Hofman-
Wellenhof et al. 2001, pp. 99-108; Leick 2004, p. 191).

The size of the delay or advance (which can amount to tens of meters) depends
on the TEC and carrier frequency, i.e., the ionosphere is a dispersive medium (Leick
2004, p. 191). The error effect of the ionospheric refraction on the GPS range value
depend on sunspot activity, time of the day, satellite geometry, geographical location
and the season. Ionospheric delay can vary from 40-60 m during the day to 6-12m
at night (US Army Corps of Engineers 2007). GPS operations conducted during
periods of high sunspot activity or with satellites near the horizon produce range
results with the highest errors, whereas GPS observations conducted during low
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sunspot activity, during the night, or with satellites near the zenith produce range
results with the smallest ionospheric errors. Ionospheric effects are prominent over
longer baselines (>30-50km) although high ionospheric activity can affect shorter
distances. Ionospheric errors can be significantly reduced through:

1. Use of dual frequency. Since signal speed through the ionosphere is dependent on
frequency (dispersive medium), ionospheric effects which cause a delay of about
2-80m can be modeled using frequency combination. They are removed mostly
by comparing the signal delays of the L1 and L2 frequencies and exploiting the
known dispersion relations for the atmosphere (Brunner and Gu 1991; Spilker
1980), i.e.,
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where prr and @;r are the ionosphere-free pseudorange and phase measure-
ments, respectively. pr1 and pr; are measured pseudoranges while @71 and @1,
are phase measurements at L1 and L2 carrier frequencies. The resulting observa-
tions in (5.5) and (5.6) are known as ionospherically-free observable and hence
explain the main reason why GPS uses two frequencies. The disadvantage with
using dual frequencies as illustrated above is the increased noise and as such, this
approach is useful mainly for longer baselines. For very short baseline (<5km),
where the atmosphere is assumed uniform, the ionosphere error is minimized
once differencing techniques are used.

2. Modeling. GPS navigation messages contain ionospheric correction parameters
that are used in correction models during data processing. Several ionospheric
correction models, such as the Klobuchar model, are available in commercial
software and can be used to reduce ionospheric error. However, this only gives
an approximate value that usually does not remove more than 50 % of the error.
Moreover, modeling is generally inefficient in handling short-term variations in
the ionospheric error.

The second medium, the troposphere, also known as the neutral atmosphere, con-
sists of 75 % of the total molecular mass of the atmosphere, as well as all of the water
vapour and aerosols. The troposphere is a non-dispersive medium, i.e., the refrac-
tion is independent of the frequency of the signal passing through it. Tropospheric
errors vary significantly with latitude and height and are dependent on climatic zone.
The neutral atmosphere is therefore a mixture of dry gases and water vapour. Water
vapour is unique in this mixture because it is the only constituent that possesses
a dipole moment contribution to its refractivity, thus leading to separate treatment
between the dipole and non-dipole contribution to refractivity by the water vapour
and other constituents in the atmosphere (Belvis et al. 1992).
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The tropospheric errors thus comprise two parts (see Fig.20.1, p. 275): the
“hydrostatic part”, commonly referred to in various GPS text as “dry part”, and
the dipole component known as the “wet part”. Belvis et al. (1992), while citing
Saastamoinen (1972) and Davis et al. (1985), state that the hydrostatic delay is gen-
erally erroneously referred to as “dry delay” in the literature, meaning that they are
due to the contribution of dry air. In actual fact, according to Belvis et al. (1992),
the dry air contributes mostly to the hydrostatic delay, but there is also the contri-
bution of the non-dipole component of water vapour. They propose the use of the
term hydrostatic delay instead of dry delay. In this book, the term hydrostatic delay
therefore is adopted.

According to Belvis et al. (1992), both hydrostatic and wet delays are smallest for
paths oriented along the zenith direction and increase approximately inversely with
the sine of the elevation angle, i.e., either delay will tend to increase by about a factor
of 4 from zenith to an elevation of about 15°. Consequently, Belvis et al. (1992)
point out that most expressions for the delay along a path of arbitrary elevation
consist of the zenith delay multiplied by a mapping function. This mapping function
has been shown, e.g., by Davis et al. (1985) to describe the dependence of the delay
on elevation angle.

The hydrostatic part contributes 90 % of the tropospheric error. It is easily modeled
out to few millimeter or better given surface pressure. The remaining 10 % occurs
from the wet part, resulting from the water vapour, which depends on the refractivity
of the air through which the signal is traveling. The refractivity of air depends on (1)
the density of air molecules (dry component) and (2) the density of the water vapour
(wet component). Above 50km altitude, the density of molecules is very low and
hence its effect is small. Although the wet delay is always much smaller than the
hydrostatic delay, it is usually far more variable and more difficult to remove (Belvis
et al. 1992).

The tropospheric delay therefore depends on temperature, pressure and humidity
and affects signals from satellites at lower elevations more than those at higher
elevation. For example, El-Rabbany (2006, p. 55) and Belvis et al. (1992) indicates
that tropospheric delay results in pseudorange errors of about 2.3 m for satellites at
the zenith (i.e., satellites directly overhead), 9.3 m at 15° elevation and 20-28 m for
5° elevation. Therefore, the lower the elevation angle of the incoming GPS signal,
the greater the tropospheric effect because the signal travels a longer path through
the troposphere.

Tropospheric delay can be problematic, especially when stations are widely dis-
tributed at different altitudes. For example, cold (dense) air can accumulate in moun-
tain basins on clear calm nights whilst mountain tops may be considerably warmer.
Tropospheric delay can also exhibit short-term variations, e.g., due to the passing of
weather fronts. The hydrostatic part can be modeled by employing surface meteoro-
logical data or by acquiring them from external sources such as the European Center
for Medium Weather Forecast (ECMWF) and the National Center for Environmental
Prediction (NCEP).

Whereas the hydrostatic delay can be modelled from the surface meteorological
data, the wet component cannot be accurately determined in the same manner, but is


http://dx.doi.org/10.1007/978-3-642-34085-7_20

5.4 Errors in GPS Measurements 69

instead measured from water vapour radiometers (WVR) (Elgered et al. 1991; Resch
1984; Ware et al. 1986) or by directly estimating the time varying zenith wet delay
(ZWD) as unknowns from the GPS observations (Herring 1990; Tralli et al. 1988).
These estimation techniques usually assume azimuthal symmetry of the atmosphere,
and they exploit the form of the elevation dependence of the delay (i.e., the mapping
function) and the fact that the delay changes little over short periods of time (Belvis
et al. 1992). These analyzes typically constrain the variations in the zenith wet delay
to between 1 and 20 mm per hour, depending on location and time of year, leading to
the recovery of ZWD from GPS data with an accuracy between 5 and 20 mm (Belvis
et al. 1992).

In most processing software, ZWD is estimated using Integrated Precipitate Water
Vapour (IPWV) models. Many models, e.g., Saastamoinen, Hopfield, and Magnet,
have been proposed to model tropospheric errors, see e.g., Hofman-Wellenhof et al.
(2001). Some of these models depend on real meteorological data input. However,
the best observational principle is to keep the baselines as short as possible.

The discussions in this section have focused on eliminating the effects of
atmospheric delay in order to improve the accuracy of positioning. In Chap.21, we
will see that such noise, as geodesist are keen on positioning, are actually valuable
environmental monitoring parameters. In essence, one person’s poison is another
person’s meat!

5.4.4 Multipath

Consider now a satellite signal that is meant to travel straight to the receiver being
reflected by a surface, as shown in Fig. 5.6. The measured pseudorange reaching the
receiver ends up being longer than the actual pseudorange had the signal travelled
directly. In urban areas, the presence of buildings contribute greatly to the multipath
effect. Multipath errors can be avoided by placing the receiver in a place without
reflective or refractive surfaces. The best practice is to place the receiver at least
3m from reflecting walls and in addition use GPS antennas with ground panels,
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Fig. 5.6 Multipath effect

e Jpaapip



http://dx.doi.org/10.1007/978-3-642-34085-7_21

70 5 The Global Positioning System

which discard indirect reflected signals (which are of a lower power). A choke ring
antenna also provides a means of reducing multipath while other receivers have
in-built filtering mechanisms. Good mission planning (See Sect. 6.3) also helps to
reduce the effect of multipath.

5.4.5 Satellite Constellation “Geometry”

Dilution of precision (DOP) depends on the distribution of the satellites in space (see
Fig.6.1 on p. 76). With clear visibility and a large number of satellites, the value of
DOP is low, indicating a good geometry. With obstructions and fewer satellites, how-
ever, the DOP values becomes high, indicating poor geometry, which may negatively
affect positioning accuracy.

Also used to measure the geometric strength is the Position Dilution of Precision
(PDOP) which can be used essentially as an expression of the quality of the satellites
geometry, which is essential for ambiguity resolution. Usually, a PDOP value of less
than 6 but greater than 1 is desirable. For a detailed discussion of this topic, we refer
the reader to Sect. 6.3.

5.4.6 Other Sources of Errors

Other sources of errors which may degrade accuracy include hardware errors due to
variations in the antenna phase centers with satellite altitude. This error is greater at
elevations below 15° but less between 15° and 60°. In addition, there is receiver noise
(e.g., signal processing, clock synchronization, receiver resolution, signal noise, etc.)
and cycle slips which results when the receivers lose lock on a satellite due to,
for example, signal blockage by buildings. Radio interference, severe ionospheric
disturbance, and high receiver dynamics can also cause signal loss (El-Rabbany 2006,
p. 25).

5.5 Concluding Remarks

In summary, this chapter has presented the basics of GPS satellites by looking at
the satellites, signal structure and measurement principle used to obtain position.
Position is calculated by accurately measuring the distance of a receiver from the
satellite by determining the delay in the radio signal transmitted by the satellite. This
delay is measured by matching and comparing the received signals by an equivalent
receiver generated signal. More precise measurements use phase instead of timing
measurements. The signals, however, are subject to various sources of errors, which
have been discussed in this chapter.
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In general, the measuring principle and the errors discussed in this chapter are
also valid for all the other GNSS systems (GLONASS, Galileo and Compass). They
only differ in design, signal structure and coordinate systems (see Sect. 6.6).
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Chapter 6
Environmental Surveying and Surveillance

“Any measurement must take into account the position of the
observer. There is no such thing as measurement absolute, there
is only measurement relative”. Jeanette Winterson. In that case,
“Measure what is measurable, and make measurable what is not
so”.

Galileo Galilei (1564-1642)

6.1 Environmental Monitoring Parameters

In this section, we discuss the quantitative and qualitative data that could be collected
using GNSS satellites, and in so doing, attempt to answer the question “what can
GNSS satellites deliver that is of use to environmental monitoring?”” The observed
parameters necessary for environmental monitoring vary, depending upon the indi-
cators being assessed. Some are physical variables such as changes in soil patterns,
vegetation, rainfall, water levels, temperature, deforestation, solar and UV radiation.
Others are chemical variables, e.g., pH, salinity, nutrients, metals, pesticides, while
others are biological variables, e.g., species types, ecosystem health, and indicator
species.

GNSS satellites are useful in measuring physical variables such as atmospheric
temperature, pressure, and tropopause heights needed for weather and climate change
monitoring, as we will see in Chap.21. For chemical and biological variables, the
main environmental monitoring parameter provided by these satellites is the posi-
tion of the respective variable. Positions are useful not only in providing physical
locations, but also in measuring spatial variation in the variables being monitored.

For example, monitoring coastal erosion can be undertaken by the constant
monitoring of shoreline positions using GNSS satellites as shown by Goncalves
(2010), Goncalves et al. (2012). In other environmental monitoring examples, satel-
lite derived positions could complement other systems to enhance monitoring. For
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example, GNSS satellites complement low-flying satellites such as the Gravity
Recovery And Climate Experiment (GRACE) to allow more detailed and accurate
monitoring of mass redistribution on the Earth’s surface. Such mass distribution
include, e.g., variations in surface and groundwater at local, regional and global
scales, as will be discussed in Chap.20. For dynamic environmental phenomena,
such as variations in deforestation, GNSS satellites could provide efficient tools for
measuring such changes by providing time series of their variation in position.

6.2 Design of GNSS Monitoring Survey

In order to achieve maximum benefit from the use of GNSS satellites for environmen-
tal monitoring, it is essential that proper measurement procedures be undertaken with
clear aims, and objectives. As in all measurements, the quality of the observations
will be determined by the purpose and objectives and, to a greater extent, the client’s
requirements. These objectives and needs will dictate the methods chosen for data
collection, the frequency of data collection, and temporal and spatial extent. The
monitoring design should therefore specify the monitoring variables desired from
GNSS satellites, where, when and by whom the data shall be collected. Like other
environmental monitoring techniques, GNSS satellite monitoring also requires some
baseline survey or information upon which any change in the environment could be
referred to. In the case of positions, permanent reference stations whose locations are
accurately known normally provide such references. Any spatial change (i.e., change
in the environmental variable being monitored with regards to position) will then be
referred to these points. Measurements can be repeatedly taken at given time intervals
(temporal resolution) depending on the monitoring budget and the desired accuracy.

The final accuracy of the collected data will depend on how the errors are handled.
For GNSS satellite monitoring, these errors (see Sect.5.4) could be external (i.e.,
outside the user’s control) or internal (i.e., during the actual measurements). In this
Chapter, GNSS measurement procedures that may help minimize errors and achieve
meaningful results relevant for environmental monitoring are presented.

GNSS surveys can be divided into three components:

e Planning and reconnaissance: This is an essential part of any monitoring cam-
paign. For a GNSS survey, it is essential to plan the measuring campaign in such
a manner that the errors discussed in Sect.5.4 are minimized. For example, it is
important that the sky visibility and satellite paths are plotted in a skyplot for the
survey area and the desired survey period. The advantage of having sky plots is that
the number of satellite visible during the planned observation period and features
blocking the satellite are determined in advance. The main objective is to ensure
unobstructed view of at least four satellites with a good geometric distribution in
the sky. As already indicated in Sect.5.4.5 (p. 70), satellite geometry is indicated
by the dilution of precision (DOP) factor. Reconnaissance provides the opportu-
nity of visiting the survey site prior to the actual GNSS survey and assessing the
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availability of existing reference stations (geodetic control) and accessibility to
these stations, while at the same time looking out for potential sources of errors
such as buildings and trees that can cause multipath errors. The advantage of
undertaking reconnaissance and planning prior to a satellite survey is that it can
significantly reduce some logistical problems such as setting up a receiver in an
area where the signals would be blocked.

e Undertaking the monitoring survey: Once the aims and objectives of the environ-
mental monitoring project have been identified and the reconnaissance done, the
survey task can be executed through proper choice of GNSS positioning method,
undertaking care in the actual survey procedures, and avoiding or minimizing
errors where possible (e.g., setting the receiver in an open space that is not very
close to buildings to reduce the likelihood of multipath errors).

e Processing of the data: In order to obtain the monitoring parameters or baseline
information from the GNSS observation, data can be processed in real-time or
during post-processing.

6.3 Mission Planning and Reconnaissance

In Sect.(5.3.1), satellite signals were introduced as the measurable quantities that
are needed to generate monitoring information. GNSS signals are microwaves that
penetrate cloud cover and travel under all weather conditions, but unfortunately
cannot penetrate dense vegetation canopies or buildings. Because of this, and in order
to reduce the detrimental effects of atmospheric refraction and multipath signals, it
is desirable that the antenna has as clear view of the sky as possible. An elevation
angle of above 15° is often considered suitable to enable a clear sky view, although
this could at times be as low as 10°. Some antennas are equipped with a ground plane
that blocks unwanted multipath signals from reaching the antenna. Nearby metallic
objects, such as fences and power lines, should be avoided where possible in order
to prevent imaging, i.e., when metallic objects act as secondary antennas, thereby
distorting the positions derived from GNSS satellites. It is therefore recommended
that the GNSS observation sites be selected in open areas away from potential sources
of multipath and imaging where possible.

As already pointed out in Sect.(5.4.5), the geometrical strength of the satellite
constellations will contribute to the quality (accuracy) of the positions obtained. A
weaker geometry from satellites close together in the sky as illustrated in Fig. 6.1
(right) will contribute to geometrically weaker solutions while solutions computed
by observing satellites evenly distributed in the sky (e.g., Fig.6.1, left) will lead
to geometrically stronger solutions. Both geometric dilution of precision (GDOP)
and position dilution of precision (PDOP) are useful in measuring the geometrical
strength of a satellite constellation, but PDOP is the most commonly used. PDOP is
computed from the positions of the satellites in relation to the receiver and takes a
single value, see e.g., Hofman-Wellenhof et al. (2008, pp. 262-266). It is a measure
based solely on the geometry of the satellites and therefore can be computed prior
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A good geometry A poor geometry
PDOP<6 PDOP>6

Fig. 6.1 Satellite geometry: Left (good geometry); Right (poor geometry)

to any observation being taken. A higher PDOP value (i.e., >6) indicates a poor
satellite geometry for computing a position. In mission planning therefore, PDOP
values are computed and used to indicate the observation window where the satellite
constellation is adequate.

Satellite geometry becomes more crucial when one is observing over short occu-
pation times, as is often the case in real-time kinematic (RTK) surveys discussed
in Sect.6.4.6. Whereas satellite geometry can be improved by longer observation
period, poor sky visibility combined with a low number of satellites above the hori-
zon can severely compromise static solutions. This essentially means that before a
successful GNSS environmental monitoring campaign is undertaken, it is essential
to know when bad situations are likely to occur so that they can either be avoided
or the survey team prepare itself for a significantly longer period of observation.
This knowledge can only be made possible through careful reconnaissance and well
executed mission planning. Mission planning is thus a very vital component of any
GNSS environmental monitoring campaign.

If the only possible observation window gives a PDOP between 6 and 10, it is
recommended that the observation time frame be between 30—45 min. For PDOPs
greater than 10, it might be necessary to postpone the observations. If, for whatever
reason, postponing is not feasible, then the observation period should be made as
long as possible, assuming of course that the effects of other errors such as multipath
are minimal. If this is not possible, then it may not be possible to achieve as accurate
position for this point using satellite positioning as one may wish, regardless of the
length of the observation time.

Finally, a word of caution is necessary. PDOP values only indicate when satellites
are likely to produce good or bad results and should therefore not be considered as a
measure of the actual quality of the positions. Awange (2012) discusses the quality
estimation during the post-processing of the satellite data.
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The basic stages for planning a GNSS survey are generally as follows:

1. Locate unknown control points and update reference marks information if
necessary.

2. Assess the suitability of unknown control points for GNSS positioning and check
for multipath sources in the vicinity.

3. If necessary, construct a visibility diagram using a compass and a clinometer
(see, e.g., Fig.6.2). The compass will provide an approximate position from the
true North, while the clinometer will give the elevation of features such as build-
ings and vegetation. This will indicate the satellites likely to be blocked by tall
buildings and trees. Such a diagram should also contain information on potential
multipath sources.

4. Locate local reference stations. This will provide baseline positioning informa-
tion.

5. Assess the suitability of these reference stations for satellite surveying and check
for multipath sources in the vicinity.

Example 6.1 (Mission planning) In order to decide on the appropriate time
to carry out GNSS observations, any mission planning software such as those
of Sokkia or Trimble could be used. Most receivers will come with software

180"

Sky obstruction
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180°

Sky plot showing satellite positions

Fig. 6.2 Satellite visibility diagram of Astro deck 8 located at one of the buildings of the Curtin
University (Australia) campus on the 16th of May 2008. Left Obstructed sky is noted at elevation
28° and azimuth between 0° and 60°. Right Satellite travel paths. The colors indicate the individual
satellites
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which are capable of conducting mission planning that can be used to indicate
the position of the satellites during the desired observation time. The software
provides DOPs which are useful in indicating the geometrical strength of the
satellite constellation as already discussed. The following example illustrates
how mission planning can be undertaken using any available commercial soft-
ware. In general, the operational steps of most mission planning software are
similar and will tend to give similar results. Using any planning software, one
would generally proceed as follows:

e Step 1 (Running the software): Within the appropriate user window of the
software, start by inserting the dates over which you wish to undertake the
GNSS survey and the approximate coordinates of the point for which the
receiver will be stationed during the selected day. Approximate coordinates
of this station can be entered in terms of latitude and longitude since the
satellite constellation varies slowly with distance. You may enter the latitudes
and longitudes of your local area for example by selecting your city from
an option list which is often provided.

o Step 2 (Setting the time zone): It is convenient when planning the survey to
work in local standard time, thus, ensure the time zone is correct.

e Step 3 (Loading the almanac): The almanac contains information about
the satellite positions in their orbits and are normally sent as part of the
navigation message. GPS receivers collect broadcast ephemerides which
are satellite positions broadcast to the receiver by the satellites themselves.
For precise positioning, broadcast ephemeris are valid for a maximum of
4h but are repeated every hour. However, mission planning can use these
ephemerides to predict satellite orbits over a period of about a month. Note
that the more recent the ephemeris, the more precise are the planning mission
results. Most GNSS receivers automatically acquire almanac data during
regular operations. One way of accessing the current almanac data is to
carry out quick observations (e.g., about 15 min) without necessarily setting
up the antenna to survey specifications. The almanac can also be obtained
from the Internet.’

e Step 4 (Planning graphs): Within the mission planning software, graphs
giving various types of information for the day specified can be viewed.
These graphs will indicate satellite elevations plotted against time, satellite
azimuths plotted against time, number of available satellites plotted against
time, representation of the visibility time spans of individual satellites, sep-
arate displays plotting the respective types of dilution of precision (DOP)
against time, and satellite tracks through the time interval being plotted,
showing elevations and azimuths in polar coordinates. Figure 6.3 presents
an example of visibility time spans of individual satellites for station Astro
deck 8 at Curtin University, Australia. A plot of the number of visible satel-
lites and the related DOP is given in Fig.6.4. Together with the skyplot
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Fig. 6.3 Time spans of the visibility of individual satellites at Astro deck 8 of Curtin University,
Australia

in Fig.6.2, these four diagrams can be used to obtain an indication of the
state of the satellite constellation during the period planned for the GNSS
environmental monitoring survey.

For instance, looking at the skyplot Fig. 6.2 (left), one notices that the sky
is blocked at an elevation of 28° and an azimuth between 0° and 60°. The cor-
responding plot of satellite visibility (right) shows that this obstruction would
most likely affect satellite R18. At this stage, the planning software assumes a
perfect satellite coverage, i.e., that no satellite is unhealthy and no obstructions
exist above a given cutoff elevation angle (usually 15°). In reality, however,
obstructions will exist at some sites and some satellites may be known to be
malfunctioning. Therefore, the planning software must be modified to give a
more realistic situation. For example, if a satellite is known to have problems,
the software would allow it to be excluded from the planning.

Figure 6.3 shows the visible satellite for a whole day while Fig. 6.4 present
the corresponding DOP values. The greater the number of visible satellites
and the better the geometry, the lower the DOP values. In this example, done
for the 16th May 2008, it can be seen that the time between 11:00-11:20
had the least number of satellites and the corresponding DOP values were
higher. The maximum DOP value in this example was 4, which meant that
the satellite observations could be undertaken at anytime before 12:00. The
period after 9:40 had more than 10 satellites in view and as can be seen, the
corresponding values of DOP were lower. It should be pointed out, however,
that in this example, both GPS and GLONASS satellites were used, hence the
larger number of satellites and lower DOP.

End of Example 6.1
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Fig. 6.4 Number of visible satellites (fop) and the related DOP (bottom)
6.4 GNSS Field Procedures

Having done the planning, the next step involves the actual procedure for the field
measurements. The objective of a given monitoring environmental task will dictate
the types of equipment required. If the objectives call for more precise and accurate
work, e.g., monitoring rise in sea level (Sect.26.8), then the correct receivers and
field procedure must be adopted. One of the tasks undertaken during a GNSS survey
is the setting up of the antenna over some mark. These marks consist of pillars upon
which the GNSS receiver is set (e.g., Fig. 6.5) or some marks on the ground, in which
case a tripod has to be used (e.g., Fig.6.6). In older GNSS equipment, the receivers
and antennas were separate components but modern equipment such as Sokkia and
Trimble incorporate both receivers and antennas in one unit.

Setting up the antenna over a mark should be done as accurately as possible in order
to reduce centering errors. The receiver must be leveled, aligned over each point,
and the height of its geometrical center above the point recorded. Antenna heights
are normally measured to the phase center. Sometimes, this phase center does not
coincide with the geometrical center of the antenna leading to antenna phase center
variation (see Sect. 5.4.6). In high precision satellite measurements, this phase center
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Fig. 6.5 Reference station, pillar 18 at Curtin University, Australia

variation can lead to errors in the range of millimeters to a centimeter. Most precise
(geodetic) receivers posses antenna phase center models which can reduce this effect
during the post-processing of the measurements. In relative positioning (Sect. 6.4.2),
the error due to phase center variation can be eliminated through the matching of the
antennas by aligning both to North.

The most common source of error during the setting up of the antenna is
the incorrect measurement of the antenna height. Since GNSS provides three-
dimensional positions (recall Sect.5.3), any error in height determination will
propagate to contaminate the lateral position, and vice versa. As a standard prac-
tice, comprehensive field notes should be kept, which should include the station and
surveyor’s name, start and end times of the survey, type of receivers and antennae
used, data file names, satellites used, details of reference marks, potential sources of
errors and obstructions and most importantly, the antenna height.

6.4.1 Single Point Positioning

Depending on the environmental monitoring task at hand, the single point positioning
operation can take the form of absolute point positioning, also called autonomous
positioning in some books, relative positioning or differential positioning. For
absolute point positioning, pseudoranges have to be measured to the satellites whose
positions must be known. The accuracy of the positioned point will therefore rely
on how well these ranges are measured and how good the satellite positions are
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Fig. 6.6 Setting up an antenna and measuring its height at Station John Walker (JW) at Curtin
University, Australia

known. It should be pointed out that repeated measurements leading to redundant
observations will generally improve range accuracy (US Army 2007).

If the task just requires a simple location of a station, e.g., the location of a
soil analysis pit, with an accuracy of several meters, then a low-cost, hand-held
GNSS receiver will suffice. These kinds of receivers (see, e.g., Fig.4.1) use code
pseudoranges and are the ones commonly used for personal navigation in cars, boats,
low-accuracy GIS data capture, etc. Hand-held receivers provide absolute positioning
to a horizontal accuracy of about 5—-15m (95 % of the time). Decimeter accuracy can
be achieved by stationing a receiver over a station of interest and taking observa-
tions for 30—45 min. Future modernized GNSS satellites are expected to improve
the positioning accuracy by an order of magnitude (see Fig.6.7). This improvement
will come as a result of improved satellite orbit determination, improved receiver
technology, additional user signal L2C, which would assist in modelling ionospheric
errors, and additional ground monitoring stations.
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Fig. 6.7 Improved point positioning accuracy following modernization of GNSS satellites and
receiver technology

6.4.2 Static Relative Positioning

Where a reference station (i.e., of known position) exists (e.g., Fig.6.5), the static
relative positioning method is recommended for higher positioning accuracy. In this
mode of operation, two GNSS receivers or more are required in order to observe
the same satellites simultaneously. Although additional cost is incurred in providing
more equipment, the advantage over absolute point positioning is the capability of
eliminating or minimizing errors associated with the atmosphere and satellite orbits
(see Sect. 5.4) through differencing techniques (see e.g., Awange (2012)).

The method is more effective over short baselines of less than 20 km where the
atmospheric errors are assumed to be the same. Using this method, one receiver
will be set at a reference (control) station (Fig.6.5) while the other receiver will
be set at an unknown station (e.g., Fig.6.6). Tracking of satellites must then be
simultaneous and synchronized. The observation time would normally take 20 min
to 1 h with data being sampled at intervals of 10—15 s. Longer durations of observation
benefit from improved satellite geometry leading to better solution of the unknown
integer ambiguities { N}. When the settings are properly done, and errors minimized
through proper prior planning, the method is capable of giving coordinate differences
(AX, AY, AZ) to a centimeter to millimeter level accuracy. The method is useful in
the establishment of higher precision control networks (baseline reference networks)
useful for environmental monitoring.
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Fig. 6.8 Monitoring of deformation of a dam using static relative positioning. The triangles indicate
control stations on the non-deforming surface. The diamonds indicate GNSS stations around the
dam, which are being monitored for horizontal and vertical motion (shift)

The static relative positioning approach is potentially extremely useful for mon-
itoring environmental spatial variations, e.g., deformation or land subsidence (e.g.,
Fig.6.8). In this case, the control (reference) stations are set on a permanent non-
deforming surface far from the deforming site being monitored, while the stations to
be monitored are set on the deforming area. Relative positioning using carrier phase
provides more accurate results to a few cm, depending on the accuracy of the control
stations and on how the other errors are managed.

If the observations are undertaken for a longer period of say 1h, depending on
baseline lengths, the improved satellite geometry will enable the calculation of integer
ambiguity and also reduce satellite geometry errors leading to more accurate results.
Post-processing can also permit the use of precise ephemeris obtained within one
to two weeks after the actual survey to give very accurate results. For example, the
temporal monitoring (i.e., surveillance) of the position of a dam’s wall will indicate
any spatial changes such as horizontal or vertical shift which can be analyzed to
see whether the dam is deforming and posing a potential danger. The static relative
positioning method is further useful for densification of existing control networks,
monitoring earthquakes through measuring plate movements in crustal dynamics
(see Sect.26.7) and oil rig monitoring (Schofield and Breach 2007, p. 339).
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6.4.3 Real-Time GNSS (RTGNSS)

InSect. 6.4.1, adecimeter accuracy for a stand alone receiver was said to be achievable
by taking observations for 30—45 min using code observations. It was also pointed
out that future modernized GNSS satellites are expected to improve positioning
accuracy as a results of improved satellite orbit determination, receiver technol-
ogy, additional user signal L2C which would assist in modelling ionospheric errors,
and additional ground monitoring stations. Although higher accuracies can be real-
ized through post-processing of data, i.e., as done for precise point positioning
(e.g., EI-Rabbany (2006, p. 68)), more and more users require these higher accuracies
to be achieved in real-time. With such demands, receiver manufacturers are respond-
ing by coming up with receivers capable of delivering cm-level accuracy in real-time.
More recently, position solution accuracy and speed have advanced to the point where
centimeter-precision coordinates are available within seconds, and millimeter preci-
sion is available for daily solutions (Hammond et al. 2011).

An example is the NASA Global Differential GPS (GDGPS) System, which
is fully operational since 2000. It is a complete, highly accurate, and extremely
robust real-time GPS monitoring and augmentation system that uses a large ground
network of real-time reference receivers, innovative network architecture, and award-
winning real-time data processing software to give decimeter-level (10 cm) position-
ing accuracy and sub-nanosecond time transfer accuracy anywhere in the world, on
the ground, in the air, and in space, independent of local infrastructure.> Another
example is the hand-held Mobile Mapper 100 from Ashtech that combines internal
high-grade antenna and processing capability to achieve cm-level accuracy.® This
hand-held receiver is suitable for monitoring changes in perimeters and areas of
environmental features with spatial variability.

Besides the requirement of real-time GNSS data, other environmental applications
such as earthquake monitoring would prefer that such data be delivered at a higher
sampling rate (e.g., 1 Hz or higher), and at a low-latency (e.g., an order of seconds
or less (e.g., Hammond et al. 2010). Real-time data allow for real-time science and
have a place in an increasingly real-time society. For example, today, it is possible
for anyone to receive notification of hypocentral and moment tensor information for
earthquakes, placed into geographic and tectonic context, within minutes of their
occurrence (Hammond et al. 2010). Hammond et al. (2010) provide an illustration of
the benefit of low-latency information as exemplified by people who live in the path
of natural hazards and require information about catastrophic events to be delivered
as quickly as possible. The ability to detect and characterize events rapidly can make
all the difference in the critical minutes to hours that follow an event, as was the case
in the catastrophic 2004 Sumatra and 11 March 2011 Tohoku-oki earthquakes and
tsunamis where many lives were lost (Hammond et al. 2010, 2011).

2 http://www.gdgps.net/
3 Mobile Mapper 100. White paper: A break through in hand-held accuracy.
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6.4.4 Differential and Augmented GNSS
6.4.4.1 Differential GNSS (DGPS)

In this approach, the procedure is theoretically identical to post-processed static
relative positioning using code pseudoranges, except that everything happens in
real-time. The solutions using differential corrections (DGPS) and post-processed
relative positioning using code data both give identical results. Due to the fact that
the user obtains realtime results, in addition to the two receivers, a real-time data
link, e.g., radio or mobile is required. The purpose of the data link is to transmit the
“range corrections” from the reference station to the roving receiver for it to correct
its own measured pseudoranges.

In general, a DGPS system will comprise of the reference sites whose coordinates
are already well known to a higher accuracy, having been already surveyed using GPS
carrier phase; a receiver measuring code or carrier phase pseudo-ranges, computing
and transmitting the corrections; and a data link for transmitting the differential
corrections using different radio frequencies. The reference station also monitors the
integrity of the system and is often a permanent site with continuous power supply
and automated equipment. There can be several reference sites whose coordinates
are known in a DGPS system, of which there are two types:

1. The user’s own independent reference station, which essentially means the user
has to purchase an additional receiver, thereby incurring additional costs;

2. Commercially owned reference stations, which charges users to access transmit-
ted signals, e.g., Fugro in Australia.

Users of commercially owned DGPS only require one receiver, a data link and the cost
of accessing the data. Japan’s GEONET (GPS Earth Observation Network System) is
comprised of more than 1500 receivers dedicated to GNSS-meteorology. In Australia,
the National Collaborative Research Infrastructure Strategy (NCRIS) is currently
establishing a nation-wide geodetic continuous operating reference stations (CORS)
network consisting of 126 stations. These commercially owned systems are discussed
in detail in Sect. 6.5.

The user’s station is comprised of the receiver, with data link software to apply
corrections to its uncorrected pseudoranges. Fax, telephones or mobile phones are
also applicable in addition to radio as data links are range dependent, while other
systems are line of sight dependent. Data link frequency bands vary depending on the
baseline range while the data is transmitted from the reference to aroving station using
a standard format called Radio Technical Commission for Maritime Services Special
Committee 104 (RTCM SC-104 Format). With DGPS, the achievable accuracy using
code pseudorange from a single frequency (L1) is in the range 3—5 m (US Army 2007).

This accuracy, however, is dependent on the closeness between the user’s (rover)
and the reference stations. The separation distance should ideally be below 50km
in order to assume that the satellite signals at both the rover and the reference sta-
tions are affected by the same errors. Users also have to be aware of data latency
(time-delay in the reception of the corrections by the rover, i.e., 0.25-25s). When
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carrier phases are used instead of code measurements, a real-time carrier phase dif-
ferential GPS is achieved that provides positioning to a few centimeters accuracy
(see Sect.6.4.6).

6.4.4.2 Augmented GNSS

For applications that are more than 1000km from a reference station, the DGPS
approach discussed above is limited, thus paving way to Wide Area Differential
GPS (WADGPS). WADGPS has a global or regional coverage of reference stations
required to model atmospheric and orbital errors that suffices for long baselines,
and are classified into Ground Based Augmented Systems (GBAS) and Satellite Based
Augmented Systems (SBAS). GBAS, which uses ground-based stations, are useful for
real-time applications. For multiple reference stations, RTCM SC-104 pseudorange
corrections are received onboard the roving receiver from n reference stations (up
to approximately 400km). The pseudorange observations at the roving receiver are
combined with each set of corrections to provide n independent solutions that are
then combined in a conventional 3D adjustment to provide an additional estimate
of the roving receiver’s position. The accuracy of the roving receiver, similar to the
DGPS case, will depend on its distance from the reference stations. For Government
provided GBAS, the services are free to the users while subscription is required for
privately delivered GBAS. Examples of GBAS are the Australian Maritime Safety
Authority (AMSA) that has been operational since 2002 and offers maritime services
to users, and the Nationwide Differential GPS (NDGPS) that is being expanded to
cover all surface areas of the United States to meet the requirement of surface users.

SBAS send DGPS corrections to remote areas (e.g., areas out of reach of ordinary
DGPS or GBAS such as oceans). Unlike a DGPS system where the data is transmitted
via radio links, SBAS transmits data via geostationary communication satellites.
These corrections are transmitted on a similar frequency to GPS satellites, thereby
alleviating the need for additional software from the users. In Europe, the EGNOS
geostationary satellites augment the GPS and GLONASS systems to provide wide
area differential corrections. In US, the Federal Aviation Authority (FAA) developed
the Wide Area Augmentation System (WAAS) to improve the accuracy, integrity and
availability of GPS so that it can be a primary means of navigation for aircraft enroute
and for non-precision approaches, thereby improving the real time civil accuracy of
GPS to 7m (Schofield and Breach 2007, p. 362). WAAS is also used in many other
civil applications.

Examples of DGPS/WADGPS Companies include Fugro, who operates the
Omnistar and Starfix systems, Racal who operates Landstar and Skyfix, and Western
Geophysical who operate SARGAS. Other WADGPS systems are as discussed in
Sect.4.2.
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6.4.5 Rapid Positioning Methods

Rapid GNSS positioning using carrier phase pseudorange includes techniques such as
rapid static or fast static surveys, stop-and-go surveys, and kinematic surveys. Rapid
or fast static survey are usually post-processed while stop-and-go and kinematic
survey can be used in post-processing or in real-time modes of operation. Whereas for
static surveying (see Sect. 6.4.2), ambiguity is resolved through long term averaging
and a simple geometric calibration principal resulting in the solution of the linear
equation that produces a resultant position, a variety of physical and mathematical
techniques have been developed for rapid methods (US Army 2007). The physical
methods include:

e Static occupation of a known point (e.g., previously positioned points, i.e., known
baselines) for over 30s.

e Static measurement at another known point on the baseline.

e Static occupation of an unknown baseline (e.g., fast-static occupation time).

e Static occupation of an unknown baseline and swapping of reference-rover
receivers for 2—4 min (i.e., between known and unknown points).

A mathematical approach adopted by most GPS systems used today is the ambiguity
resolution on-the-fly (while moving). This technique is common for most real time
kinematic (RTK) applications. Rapid-static or fast-static surveys are essentially the
same as static surveys but make use of shorter station occupation times. In this
approach, one or more roving GPS receivers occupies all unknown stations while at
least one receiver (reference station) is stationary at a known control station all the
time (Fig.6.9). The rapid nature of this type of survey compared to static surveys
is due to the rapid solution of the integer ambiguities, making use of all observable
satellites, single or both dual-frequency L1/L2, and carrier phase data. Although
fast-static relative positioning is accurate and economical where there are many
points to be surveyed and offers more efficient positioning than conventional static
relative positioning, the accuracy is usually slightly lower at the centimeter level. It
is, however, suitable for short baselines where systematic errors such as atmospheric
and orbital factors are considered identical and can be differenced.

Due to the special processing algorithm used for solving the integer ambiguities,
at least four satellites need to be tracked continuously. The technique is only effec-
tive over short (< 10-20km) baselines and the observation occupation time depends
on the number and geometry of the satellites visible. Station occupation time vary
between 2 and 10min with a data sampling rate every 5s, depending on the dis-
tance to the base as well as the satellite geometry, see e.g., ElI-Rabbany (2006, p.
74) and US Army (2007). Redundant observations to more than four satellites with
good geometry help improve the solution of the ambiguities and reduce the time
required to achieve a sufficiently accurate position. While moving from one station
to another, the receiver can also be switched off to conserve power. For static and
fast-static satellite surveying, the effect of high PDOPs because of poor geometry
is less significant since the observation time is normally longer (2—-60 min), thereby
guaranteeing a better or improved satellite geometry.
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Fig. 6.9 Monitoring of the extent of erosion using fast static positioning. The triangle indicate the
control station while the circles indicate the positions occupied by the roving receiver

Roving receiver collects data
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Fig. 6.10 Monitoring of the extent of erosion using the stop-and-go positioning method. The
triangle indicate the control station while the circles indicate the positions occupied by the roving
receiver. Initialization has to be done at the first station and a lock on four or more common satellites
maintained
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The stop-and-go method is a mixture of pure kinematic and static positioning.
A series of points are positioned with respect to the reference receiver by moving
the roving receiver sequentially to the points (see Fig. 6.10). To initialize the survey,
the rover receiver has to remain static (e.g., at the first station to be positioned)
for a certain time to allow for a solution of the integer ambiguities. The slightly
longer period required for the initialization is to enable the satellite geometry to
improve. Essentially, the initial static time is the same as that required for a fast-static
survey. However, the initialization time can be greatly reduced by the occupation of a
known station.

After initialization, the roving receiver is moved to the next station while
continuously tracking the common (same) satellite signals. Initialization can also
be achieved through reference-rover antenna swapping, by observing static data at
another known point on the network, or by observing on a known baseline. At a given
station, an observation time of only one or a few epochs (period of observations) is
necessary to obtain a precise position as the integer ambiguities are already solved
during the initialization phase. The rover typically collects data for a period of 30s
at a sampling rate of 1-2s before moving to the next station (El-Rabbany 2006, p.
75). In this way, by moving the roving receiver, a series of stations can be coordi-
nated sequentially. Similar to the fast-static survey, the stop-and-go survey technique
requires at least four satellites to be continuously tracked. If lock to one of the mini-
mum four satellites is lost, the roving antenna must be re-initialized by returning the
roving receiver to a previously surveyed point, or preferably to a known station.

With the availability of fast ambiguity resolution techniques, the stop-and-go sur-
vey technique is best suited to coordinate a large number of stations (e.g., survey
grid or precise mapping). However, there must be open sky in order to avoid frequent
loss-of-lock of the satellite signal. It is essential for this technique that the satel-
lites’ signals can be continuously tracked throughout the survey. This method has an
advantage over static positioning since it reduces observation time and is ideal for
topographic surveys, such as the mapping of habitats, since it offers an accuracy of
2-3 cm for a baseline of 10-15km (real-time or post-processed). The disadvantage
of the method is the reliance on locked satellites (i.e., the satellites detected by the
receiver) and having to re-initialize once loss of lock occurs.

Kinematic surveying operates with the same principle as the stop-and-go method,
only that in this case, there is no stopping but the roving receiver is in continuous
motion. Unlike fast static approach, the receiver is not switched off while in motion.
In Fig.6.11 the use of kinematic survey, particularly when a linear feature is being
mapped is shown. The accuracy of kinematic surveys is, however, lower than that
of stop-and-go, since some of the common errors encountered cancel with improved
satellite geometry in stop-and-go.
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Fig. 6.11 RTK mapping of the boundary of an impacted location to monitor its spatial extent.
The base receiver remains stationary and transmits raw data together with its position via the
communication link to the roving receiver

6.4.6 Real-Time Kinematic (RTK)

As the name suggests, RTK is capable of delivering real-time positions in the field.
Similar to the other rapid positioning techniques discussed above, RTK also requires
more than two receivers, with one being placed at a known station (also called base
station). Unlike the fast static and stop-and-go, it uses the DGPS principle discussed
in Sect. 6.4.4. The base receiver remains stationary and has a transmitting radio link
while the roving receiver is in motion and has a receiving radio link (see Fig.6.11).
The base receiver samples data every second and transmits these raw data together
with its position via the communications link (e.g., satellites, mobiles or radio) to
the roving receiver. Using its radio receiver, the rover receives the transmitted data
from the base receiver and uses in-built software to combine and process the GNSS
measurements obtained at both the base and roving receivers to obtain its position
(El-Rabbany 2006, p. 78).

Some GPS manufacturers provide a hand-held controller that the surveyor can
use to operate both the roving and the base receivers. Normally, the surveyor carries
the roving receiver attached to the radio link in a back pack. The method requires
the fixing of the integer ambiguities at the start of the survey (initialization) before
undertaking the survey. Ambiguities can be initialized through the methods discussed
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in Sect. 6.4.5. Once the initial ambiguity has been fixed, the roving receiver can be
moved. Any loss-of-lock due to obstructions makes a re-initialization necessary.

Most kinematic survey algorithms use the ambiguity resolution on-the-fly as it
allows integer resolution while the antenna is moving. With this approach, no initial
static initialization is required. Once the integer ambiguities have been fixed, all
previous measurements can be calculated back to obtain precise coordinates for
all positions. This surveying technique, which requires dual frequency observations
(L1/L2), makes it possible to perform certain precise environmental monitoring tasks
in a kinematic mode, e.g., monitoring a proposed construction of linear features such
as roads for the purpose of assisting environmental impact assessment. The integer
ambiguity is fixed and preserved for at least four (preferably five) satellites during
the motion of the roving receiver. The accuracy of this method is about 2-5 cm with
a possibility of improvement if a longer period of station observation (i.e., 305s) is
adopted (El-Rabbany 2006, p. 78). Compared to the kinematic survey which allows
post-processing (i.e., post processed kinematic, PPK), the accuracy of RTK is a bit
lower. This is due to the time lag in the transmitted data reaching the rover, whereas
post-processing enables the matching of data, correcting it for some errors and use
of precise ephemeris.

In order not to confuse real-time DGPS and RTK, it should be remembered that
DGPS uses code pseudorange corrections, improving the positioning accuracy from
15 to 5m,* while RTK uses raw carrier phases and codes. RTK facilitates the efficient
establishment of a series of points in open areas, and even in areas of some overhead
obstructions due to the advent of fast ambiguity resolution techniques. Unlike DGPS,
the fundamental principle of RTK is that the carrier phase and code data from the
reference station are transmitted to the roving receiver, which then uses the data from
both the roving and reference receivers to form double difference observations and
compute the position of the rover. Telemetry links form a critical component of RTK
systems, over which the data from the reference receiver are transmitted to the rover.
High baud rates and high radio frequencies are required, which limit the extent of the
surveys. Reference (control) stations can normally be obtained from local surveying
offices or the appropriate government agencies. The accuracies of the control points
will contribute to the accuracies of the user’s derived position, particularly when
using relative, DGPS or RTK methods.

Network RTK: Since most RTK systems require the roving receiver to be within
10km of the base station (assuming similar atmospheric conditions), use of multiple
base stations, i.e., network RTK, provides an alternative for baselines more than 10 km
long. Ambiguities must still be resolvable within seconds or instantaneously, up to
baselines of 50-100km in length, which requires the consideration of the orbital and
atmospheric (tropospheric and ionospheric) errors. An approach currently receiving
wide attention around the world uses the virtual reference station. In this approach,
the roving receiver is located within the bounds of three or more reference stations
and the observation errors modelled according to the approximate position of the

4 Some providers, such as FUGRO in Australia, have started using carrier phase pseudorange
corrections to deliver sub-centimeter accuracy.
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rover. Rizos (2001) identified some advantages of network RTK over single-baseline
RTK as:

1. Rapid static and kinematic GPS techniques that could be used over baselines
many tens of kilometers in length.

2. Instantaneous (i.e., single-epoch) on-the-fly ambiguity resolution algorithms
could be used for GPS positioning, at the same time ensuring high accuracy,
availability and reliability for critical applications.

3. Rapid static positioning is possible using lower-cost, single-frequency GPS
receivers, even over baselines tens of kilometers in length.

6.5 Environmental Surveillance: CORS Monitoring

In Sect. 1.1, surveillance was introduced as the systematic observation of variables
and processes with the aim of producing time series. Indeed, most environmental
events require continuous monitoring in order to analyze time series maps. Such
environmental processes are those that result in changes with time, such as plate
tectonic motions, land submergence or changes in sea levels. As an example, let us
consider alocality like Perth (Australia), which uses ground water for its domestic and
industrial activities. In order to monitor the environmental impacts of groundwater
extraction, i.e., whether there is some land submergence due to water extraction,
continuous observation of locations of known heights can provide time series maps,
which can be analyzed to assess any sinking of land.

Currently, GPS stations provide such capability in what is known as a Con-
tinuous Operating Reference Station (CORS). CORS data support high-accuracy
three-dimensional positioning activities useful in environmental monitoring of spatial
motions in time. Its data are also used by geophysicists, meteorologists, atmospheric
and ionospheric scientists and others, in support of a wide variety of applica-
tions (Snay and Soler 2008). For example, Maryam et al. (2009), Motagh et al. (2007),
Anderssohn et al. (2008) undertook surveillance monitoring of land subsidence in
northeast Iran using both GPS and InSAR? (discussed in Sect.9.5) and obtained a
19 cm/year subsidence using both methods (see Sect.26.10 for more details).

A CORS station is a stationary GNSS receiver, which is continually collecting data
from visible GNSS satellites on a 24 h basis in order to produce its three-dimensional
coordinates (e.g., Fig.6.12). CORS networks vary in size ranging from regional,
national to global scales (e.g., the International Global Navigation Satellite System
Service (IGS)). Each individual CORS station is positioned to a very high degree of
accuracy using precise GNSS, satellite laser ranging (SLR), and very long baseline
interferometry (VLBI) discussed in Sect. 3.4, thereby enabling them to be used as
reference stations to position other points, besides continuously providing their own
positions. Individual users can also benefit from CORS networks by acquiring data
from the CORS stations within their vicinity to achieve more accurate results (see

5 interferometric synthetic aperture radar.
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Fig.6.12 A GEONET GNSS-based CORS station in Japan. Source Geospatial Information Author-
ity of Japan

Sect. 6.4.4). Perhaps of importance to environmentalists is the question posed by
Rizos (2001):

What if, instead of broadcasting RTK corrections and placing the onus of obtaining a
final solution on users and their equipment, users’ coordinates are determined by a ser-
vice provider?

This is the client-server approach envisaged by Rizos (2001) who then states:

Final (position) solutions for all real-time (logged) users could be simply computed as a by-
product of the continuous network processes, all the time satisfying the quality and integrity
criteria implemented at the network administrator level. Note that improved accuracy and
reliability of the user coordinates can be expected if GPS data is processed in the network
mode, rather than as individual baselines as is the case for standard RTK-type techniques.
In addition, precise ultra-rapid IGS ephemerides can be used in the network computations
instead of the broadcast ephemeris.

The feasibility of Rizo’s proposed model would enormously benefit environmen-
talists who would then have to only send their data to a central processing unit and
receive their final products in the form of their receiver positions. Such a mode
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Fig. 6.13 NSRS CORS stations in May 2008. Source Snay and Soler (2008)

of GNSS operations already exist. In Australia for example, AUSPOS (Australian
online GPS processing service) enables users to send their data to a central process-
ing unit at Geoscience Australia via the Internet (AUSPOS 2006). The processing
software thereafter, chooses three CORS stations that are near the user’s observing
station and employs them to process the user’s position (Fig.6.13). The results are
then send back to the user via email. In the US, the OPUS (Online Positioning User
Service) has performed similar functions as AUSPOS since March 2001 (National
Geodetic 2006).

Other examples of CORS-type networks include the Japanese GEONET (e.g.,
Fig.6.14), Germany’s Satellite Positioning Service (SAPOS), and the US’s National
Spatial Reference System (NSRS, Fig. 6.13), which comprised a network of over
1,350 sites in 2008 and is growing at a rate of about 15 sites per month (Snay
and Soler 2008). Snay and Soler (2008) summarize the history, applications, and
future prospects of the NSRS CORS network by describing the more important
contributions of the CORS system to the scientific community. Some of the uses
of CORS documented e.g., by Snay and Soler (2008), which may be of benefit to
environmental monitoring tasks include;
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Fig. 6.14 GEONET CORS stations. GEONET data are used in various disaster related meetings
and geophysical model estimation of crustal activities and thus are reflected in the decision making
process to cope with the disaster as well as the scientific researches. Source Matsuzaka (2006)

Upgrading national geodetic reference systems (e.g., Sect.6.6). Snay and Soler
(2008) report on the upgrading of the US based national geodetic system with the
help of CORS coordinates that were held fixed in the adjustment process.

e Assessing GNSS observational accuracies. With a well-established network of
CORS stations, it is possible to design experiments that are aimed at improving
GNSS positioning methodologies within a relative positioning framework, e.g.,
Snay and Soler (2008).

e Multipath studies. In this regard, the CORS network could be used for instance
to investigate further possibilities of minimizing positioning errors resulting from
multipath (discussed in Sect.5.4.4). Snay and Soler (2008) report on how CORS
stations were used to evaluate the amount of multipath occurring at each of the
more than 390 sites, where the most and least affected sites were identified in the
network, different receiver/antenna combinations compared, and those sites that
appeared to be severely affected by multipath more closely investigated.

e Crustal motion monitoring. This could be the most visible environmental monitor-

ing application of CORS stations where the horizontal and vertical motion of the
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Earth’s surface is monitored to mitigate, e.g., the impacts of earthquakes, tsunamis
and other disasters resulting from plate motions, as we will see in Chap.26. For
this, many CORS stations provide velocities that are useful in indicating plate
motions and time information.

e Sea level change monitoring. The variations of vertical crustal velocities at CORS
sites near tide gauge stations may be used to determine the “absolute” sea level
change with respect to the International Terrestrial Reference Frame (ITRF). This
type of analysis was impossible to conduct before the proliferation of CORS
in coastal areas (Snay and Soler 2008). This application is discussed further in
Sect.26.8.3.

e Atmospheric monitoring. CORS are currently contributing to the new field of
GNSS-meteorology (see Sect. 20.2.1). Besides their application to GNSS-meteoro-
logy, CORS station could be useful in ionospheric studies as discussed by Snay
and Soler (2008).

e Support of remote sensing applications. CORS stations have been used to support
remote sensing applications such as the accurate positioning of aircraft employed in
aerial mapping in order to improve the reliability of photogrammetric restitution,
especially for large-scale aerial surveys over remote or inaccessible terrain. It
may then be implemented for geolocating landmarks from the air with digital
cameras, as well as being applied to a broad range of mapping technologies,
such as scanning radar, light detection and ranging (LiDAR), inertial systems,
interferometric synthetic aperture radar, and/or sonar (Snay and Soler 2008). These
remote sensing techniques are discussed in detail in part III of this book.

To date, Japan’s distribution of CORS stations is the most numerous and dens-
est in the world. This network, known as GEONET (Fig.6.14), is used mainly for
geodynamic/geophysical monitoring around Japan where four tectonic plates are
interacting with each other, i.e., the monitoring of earthquakes and volcanic haz-
ards (Matsuzaka 2006).

Matsuzaka (2006) points to the fact that 1200 GEONET CORS stations with an
average spacing of 20-30km between stations are operational in order to realize the
system’s desired use. This network has been operational since 1994 under the con-
trol of the Geospatial Information Authority of Japan (GSI), providing precise daily
coordinates of all stations, with which displacement and strain rates are calculated
nationwide, thereby revealing the various characteristics of tectonic deformation in
the Japanese islands (Sagiya 2005). Japan has also undertaken several measures to
improve the quality of data collected, including creating a double cylindrical struc-
ture of observation pillar to reduce thermal effects, unification of antenna types to
reduce multipath and a better analysis strategy to obtain more reliable and accurate
solutions (Matsuzaka 2006). A typical GEONET station consists of a 5 m pillar, chok-
ering antenna, 24 h observations, 1 Hz sampling rate and real-time data transfer (see,
e.g., Fig.6.12). These attributes enable Japan to measure tectonic plate movements
and “slips” occurring along fault lines to a high degree of accuracy (post-processed
42 mm) (Matsuzaka 2006).
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SAPOS comprises a network of more than 250 CORS stations® run by the
German State Survey for the purpose of supporting cadastral surveying, engineering
surveying, private industry sector applications (e.g., transport fleet management),
emergency guidance systems (e.g., police, fire and radio) and deformation measure-
ments (SAPOS 2009). The average spacing between the stations is 50km. Various
quality control measures carried out allow a precision of the order of 1 cm-5m in
real-time positioning, see e.g., Wolfgang (2005).

The US presents two scenarios of CORS made up of 1450 stations (as of May
2010): the National CORS system made up of over 988 stations and run by the
National Geodetic Survey (NGS), and a collaborative network comprising more than
200 organizations.” CORS GPS observational data are freely provided to the user
community via the Internet and are capable of supporting high-accuracy positioning
requirements. In addition to enhancing geospatial positioning, applications using
CORS data include the following (Stone 2006);

e a critical role in defining the nation’s geodetic reference system,
e the ability to characterize the free electron content of the ionosphere, and
e animportant source of precipitable water vapour input to meteorological forecasts.

The last two are environmental monitoring related tasks.

CORS Networks in Australia are at the development stage. Australia-wide, there
are several CORS networks in place. The Australian Fiducial Network (AFN) con-
sists of 8 CORS stations, which together with a further 8 CORS stations, both on
the Australian continent and offshore, form the Australian Regional GPS Network
(ARGN) (Geoscience Australia 2009). The network has reached a global accuracy of
a few centimeters, which is sufficient for the designed purpose. Besides this, several
Australian states and cities have begun installing their own CORS networks, e.g.,
Victoria’s VICPOS. Some of the CORS stations in VICPOS are also incorporated in
MELBPOS, a CORS network specifically for Melbourne. Sydney also has a specific
CORS network named SYDNET.

Densification of the Australian CORS network is currently ongoing, as indicated
in Fig. 6.15 that shows the proposed Australian CORS network, which is designed to
cater for the needs of most of the populated areas of the country. This network would
allow a maximum baseline length of 200 km spatial coverage. To be able to position
with the online based AUSPOS, the number of stations that a user can access within
the proposed baseline length of 200 km are illustrated in Fig.6.16.

6.6 Coordinate Reference System
The preceding sections have dwelt with the measurement techniques and variables

used with GNSS. What has not been discussed at length is that these measurements
have to refer to some coordinate system. From a social perspective, human beings

6 http://www.sapos.de/pdf/Flyer/2004Flyer_e.pdf
7 http://www.ngs.noaa.gov/CORS/
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Fig. 6.15 Coverage by the proposed Australian national CORS network (baseline length 200 km).
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Fig. 6.16 Station overlap for 200 km baseline. Source Wallace (2007)

have names that identify them, as do places and biological species. When we talk
of GNSS providing locations, how therefore do we refer to them? The answer lies
in the concept of a Coordinate Reference System, which is comprised of a datum,
coordinate system and map projection.
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6.6.1 Datum

A datum, a mathematical figure (ellipsoid) that enables measurements and com-
putations to be undertaken on the surface of the Earth, is defined by its size,
shape, location and orientation, and its relation to the geoid by means of geoid
undulation and deflection of the vertical (Leick 2004, p. 29). This is necessitated
by the fact that the topographical surface of the Earth is irregular and unfit to be
used for computations. For simple tasks, a sphere is normally used to approximate
the Earth. In more precise work, such as GNSS measurements and computations, an
ellipsoid of revolutions (e.g., Fig.6.17) is normally used. An ellipsoid of revolution
is simply a bi-axial ellipsoid defined by the axes {a, b} rotated around the minor axes
{b}. Besides these axes, the ellipsoid has to have an origin.

For the case where this origin coincides with the center of mass of the Earth,
it is called a geocentric ellipsoid. The ellipsoid thus becomes a reference surface
for horizontal positioning. A well-positioned reference ellipsoid has two axes defin-
ing the dimensions of the ellipsoid, three parameters defining its origin, and three
parameters defining the orientation in space. All together, these form a geodetic
datum (El-Rabbany 2006, p. 48) or simply a reference ellipsoid. A geodetic datum
as defined above will therefore give the horizontal position (two-dimensional) of any
location on Earth.

Some environmental monitoring tasks, such as land subsidence, changes in sea
level, or the amount of siltation in a lake, require information on heights with respect
to some reference. This reference is often known as the vertical datum. Its definition
uses the sea level. If sea level in a coastal area is measured by tide gauges and averaged
over a period of time (i.e., years), a mean sea level MSL is obtained. Now, let us
project this MSL through the Earth such that it passes through the continents (e.g.,
Fig. 6.18), as if there were canals all the way through the continents. The obtained
surface is called a geoid, and is defined as an equipotential surface approximating
mean sea level, and is the vertical datum. Height measurements in local systems
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are normally measured with respect to this datum or simply the MSL, hence it is
common to give readings above MSL.

Unlike the traditionally used heights (orthometric heights), which are normally
referred to MSL as a reference, GNSS heights are normally measured with respect to
the reference ellipsoid. The shape of the geoid is complex, determined by the Earth’s
gravity field. Therefore, when using GNSS for vertical positioning, knowledge of the
geoid-ellipsoid separation (i.e., (N) in Fig. 6.18), is highly desirable, if not essential.
For surveys over small areas (e.g., up to 10km), it is often acceptable to use an
approximation to the geoid. This method makes use of the fact that the geoid height
does not vary that much over these distances.

In traditional surveying methods, the horizontal positions and vertical positions
are determined separately. With GNSS positioning, however, both the vertical and
horizontal positions are obtained from the same set of measurements. For instance,
the position of point P in Fig. 6.18 would be given by GNSS as {¢, A, h}. The height
h is, however, measured with respect to the reference ellipsoid. Of interest is the
height with respect to the geoid, i.e., H. In this case, we have to subtract the geoid
undulation N from the measured ellipsoidal GNSS height % to obtain the physical
height H above the MSL (geoid).
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6.6.2 Coordinate Systems and Transformations

A coordinate system is a set of rules that state the correspondence between coordinates
and points; a coordinate is one of the set of the N numbers individuating the loca-
tion of a point in an N-dimensional space. A coordinate system is defined once
a point of known origin, a set of N lines, known as axes, all passing through the
origin and having a well-known relationship to each other, and a unit length are
established (Prasad and Ruggieri 2005, p. 17). A coordinate system is thus a set
of rules that specify the locations (also called the coordinates of points), see e.g.,
Fig. 6.19 (El-Rabbany 2006, p. 49). Coordinate systems are normally:

e One-dimension (e.g., the 1D heights or sea level tide gauge readings); two-
dimensions (e.g., the 2D position of points in Easting and Northing); or three-
dimensions (e.g., the 3D position of points in latitude ¢, longitude A, and height &).
GNSS positioning will always give 3D coordinates of points either in geographical
form (¢, A, h) or Cartesian form (X, Y, Z). Transformation between geographical
and Cartesian are documented, e.g., in Awange and Grafarend (2005), Awange et
al. (2010).

e Refer to reference surfaces. Many countries have their own local reference surfaces
(i.e., their own origins and axes parameters). For GNSS positioning, the reference
surface is always an ellipsoid of revolution (see, definition of datum in Sect. 6.6.1).

A reference system is the conceptual idea of a particular coordinate system,
whereas a reference frame is the practical realization of a reference system through
observations and measurements (affected by errors), which means that a reference
frame is a list of coordinates and velocities of stations (related to tectonic plate
motion) placed in the area of interest, together with the estimated level of errors in
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those values (Prasad and Ruggieri 2005, p.18). An example of a 3D geocentric coor-
dinate system is the Conventional Terrestrial Reference System (CTRS) whose origin
coincides with the center of the Earth. The z-axis points towards the conventional
terrestrial reference pole (i.e., mean of the pole during the period 1900-1905), the
x-axis points in the direction of the Greenwich meridian and the y-axis is
perpendicular to the x — z-plane, thus completing a right-handed system (Fig. 6.19).
To be of use, the CTRS must be positioned with respect to the Earth, a task often
undertaken by assigning coordinates to selected points (stations) on the Earth’s sur-
face. The assignment of coordinates, i.e., realization, is often achieved using accurate
geodetic techniques such as GNSS, VLBI and SLR (e.g., Sect.3.4).

The International Terrestrial Reference System (ITRF) is one of the CTRS com-
monly used and is realized through GPS and other geodetic measurements of globally
distributed stations. It is maintained by the IERS (International Earth Rotation Ser-
vice) under the auspices of the IAG (International Association of Geodesy) and is
updated every 1-3 years to achieve the highest level of accuracy and, often refers to
the particular time of updating, e.g., ITRF2005 as per 2005. This therefore means
that ITRFs are dynamic in nature with the coordinates changing due to plate tectonic
motions. They are only valid for a specific period (epoch) and incorporate velocity
information to update other epochs.

The World Geodetic System (WGS-84) established in 1984 is a 3D system that is
used in GPS positioning in an Earth-Centered Earth-fixed (ECEF) reference frame.
It is defined as (Prasad and Ruggieri 2005, p. 22):

e Its origin is at the center of mass, the Z axis points towards the direction of the
International Earth Rotation Service (IERS) reference pole (IRP), which corre-
sponds to the direction of the BIH (Bureau International de ’Heure) Conventional
Terrestrial Pole (CTP) at the epoch 1984.0 with uncertainty of 0.005.

e The X axis is defined by the intersection of the IERS reference meridian and the
plane passing through the origin and normal to the Z axis.

e The Y axis completes a right-handed, ECEF orthogonal coordinate system.

The satellite positions sent via the navigation message discussed in Subsect.5.3.1,
i.e., the broadcast ephemeris, are with respect to the WGS-84 system. Any user whose
position values used broadcast ephemeris will thus obtain the receiver’s position in
the WGS-84 system (El-Rabbany 2006, p. 52). The WGS-84 system was originally
established using a number of Doppler stations and has since been updated to bring
it to ITRF as close as possible (El-Rabbany 2006, p. 49). This has since seen the
WGS-84 system evolve to being dynamic. If users work with the precise ephemeris
obtained from the IGS (International GNSS Service), see e.g., IGS (2009), then their
coordinates will be in the ITRF reference system.

Datum transformations are the conversion of coordinates from one form to another,
i.e., WGS-84 to local systems. This is necessitated by the fact that old maps in
most countries were done in local systems (e.g., separate horizontal and vertical
datums). Normally, there exists transformation parameters that are used for these
transformations, see e.g., Awange and Grafarend (2005). Most GNSS processing
software have in-built transformation algorithms that undertakes this task.
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Coordinate transformation is commonly used in photogrammetry, remote sensing
and GIS and is adequately addressed in many textbooks, see e.g., Murai (1999), Moffit
and Mikhail (1980), Wolf (1980), Luhmann et al. (2011), Schenk (2005) etc. Different
types of coordinate transformations can be discriminated. For example, this may
entail transformation from one two-dimensional coordinate system (X, y) to another
two-dimensional coordinate system (u, v). It may also involve transformation from a
two-dimensional coordinate system (X, y) to a three-dimensional coordinate system
(X, Y, Z), or even transformation from one three-dimensional coordinate system
(X, Y, Z) to another three-dimensional coordinate system (X', Y’, Z’). Generally
speaking, coordinate transformations are required to among other things:

(a) Transform different map projections (see Sect.6.6.3) employed in diverse GIS
data sources to a unified map projection in a GIS database;

(b) Correct and adjust for various systematic errors which occur during map digitiza-
tion as a result of shrinkage or distortion of the map measured (see Sect. 10.3.1);

(c) Transform generated stereomodels from an arbitrary coordinate system to an
integrated photogrammetric coordinate system during aerial triangulation (see
Sect.11.3.3); and

(d) Produce geo-coded image through geometric correction of remote sensing
imagery (see Sect. 10.3.1).

Basically, coordinate transformation is accomplished through the selection and
use of an appropriate transformation model (or mathematical equation), with a set
of reference or control points. The control points are selected as tic marks, reséau or
ground control points. Furthermore, the number and spatial distribution of the control
points is important and is determined by the type of coordinate transformation being
undertaken and the desired level of accuracy.

6.6.3 Map Projection

Finally, once the datum (ellipsoid of revolution) and the coordinate system for
referencing the locations have been chosen, an appropriate mathematical method
of transferring locations from the idealized Earth model to the chosen planar coordi-
nate system must be chosen, a procedure known as map projection. Map projections
are thus the representation of objects and information on a curved surface in a plane
using mathematical and geometric relations (see Fig. 6.20).

6.7 Concluding Remarks

This chapter has presented some of the GNSS field techniques that are essential for
measuring key indicators in environmental monitoring. Essentially, kinematic GNSS
surveying refers to taking measurements while the receivers are ‘on the move’ and
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Fig. 6.20 Map projection, i.e., from a curved surface to planar surface

can be operated either in single point mode or continuous mode. In single point mode
the user holds the antenna stationary over a point for a set period of time, normally
between 10s and 5min, depending on the satellite geometry and the number of
satellites visible. Over baselines of less than 5 km, this mode will generally deliver
coordinate accuracies similar to fast static methods, although the antenna height
errors are magnified due to the fact that the antenna is in motion and not fixed.

In continuous mode, the user may move around an area of interest logging data at
time intervals suitable for the needs of the survey. This mode is good for topographic
mapping (see Chap. 19), boundary definition, and other types of survey that may
require rapid data collection within points surrounding a reference station. Over
short baselines (<5km) horizontal point accuracy is at the 1-3 cm level, depending
on satellite geometry, number of satellites and the multipath environment. As with
all GPS observation techniques, height accuracy is slightly worse.

Kinematic data can be post-processed (e.g., post-processing kinematics; PPK) or
have results given in real time (real-time kinematic; RTK). PPK differs from RTK in
the following ways:

e PPK surveys logs raw GNSS code and carrier phase data on the hard disks at
their base and roving receivers while for RTK, base stations do not log data, while
roving receivers log the coordinates of the points visited.

e A communication link is required for RTK systems between the base and rover
receivers to transmit the raw phase data from the base to the rover, while for PPK,
this is not required.

e Once the raw data has been received by the roving receivers in RTK, all data
processing and analysis are done ‘on board” whilst in the field, while PPK process-
ing is performed back in the office using proprietary processing software.

e With a communications link comes additional hardware and firmware which make
RTK systems more expensive than PPK systems.
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e Post-processing in PPK enables the use of precise ephemeris from the IGS and
the possibility of removing cycle slip errors, thereby giving more accurate results
compared to RTK, which uses broadcast ephemeris.

e Advantages of real-time GNSS for environmental monitoring include rapid and
efficient data collection that provide results in real-time.

In summary, real-time satellite positioning can be achieved at three levels of accuracy
for navigation.

1. Low-accuracy, real-time positions are given by any stand-alone receiver.

2. DGPS uses telemetry of C/A-code pseudorange corrections to give improved
~2-5m positioning and ~0.1 m/s velocity accuracies of the roving receiver. This
is of use in applications such as airborne magnetic surveying or remote sensing.
Real-time DGPS is robust due to its use of the unambiguous codes, which are not
as susceptible to loss of satellite lock as the carrier phases.

3. The highest accuracy real-time requirements, ~10 cm positioning and ~0.01 m/s
velocity are offered by real-time pure kinematic relative GPS. Its applications
include accurate marine and airborne navigation and precise hydrographic sur-
veying. On land, detailed survey grids can be established in the field to better than
Scm. This is an example of RTK, where the real-time capability requires only
one visit to the field.

4. Kinematic surveys (Sect.6.4.6) using carrier phases can position the roving
receiver with respect to the stationary reference receiver to better than 10cm.

5. GPS positioning accuracy depending on position mode and measurement types
used are listed below:

e Kinematic point positioning (code) ~15-20m.

Static (autonomous) point positioning (code) 5—15m. Expected to be 3-5m
with current modernization.

Kinematic relative positioning (DGPS) 3—-5m.

Kinematic relative positioning (carrier phase) <10cm.

Static relative positioning (code) 0.5—1 m.

Static relative positioning (carrier phase) mm-cm level.

RTK surveying <10cm.
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Part III
Remote Sensing and Photogrammetry



Chapter 7
Fundamentals of Remote Sensing

“Know the weather, know the terrain, and your victory will be
complete”
Sun Tzu (=500 BC)

7.1 Basic Concept

Remote sensing is defined as the art, science and technology through which the
characteristics of object features/targets either on, above or even below the earth’s
surface are identified, measured and analyzed without direct contact existing between
the sensors and the targets or events being observed, see e.g., (Jensen 2009; Lillesand
et al. 2010; Richards 1994; Murai 1999) etc. This allows for information about such
object features to be obtained by sensing and recording reflected or emitted energy
and processing, analyzing, and applying that information.

Electromagnetic radiation is normally used as the information carrier in remote
sensing. Such electromagnetic radiation that is either reflected or emitted from targets
normally constitutes remote sensing data. This can be detected by a sensor usually
on-board airborne (e.g., aircraft or balloon) or space-borne (e.g., satellites and space
shuttles) platforms. A comprehensive survey of airborne and space-borne missions
and sensors for observing the earth is given in Kramer (2002). As an analogy, of
the five basic human senses, three of them namely; sight, hearing and smell may be
considered forms of “remote sensing”, where the source of information is at some
distance away from the sensors, in this case the eyes, ears and nose respectively. In
contrast, however, the other two human senses (i.e., taste and touch) rely on direct
physical contact with the source of information.

As shown in Fig.7.1, the process of remote sensing is characterized by various
stages and interactions summarized as follows: (a) an energy source or illumination
is used to provide electromagnetic energy to the target of interest, (b) interactions
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Fig. 7.1 Remote sensing process

between the electromagnetic radiation and the atmosphere, (c) interaction between
the target and the electromagnetic radiation, (d) recording of reflected and emitted
energy from the target by the sensor, (e) transmission, reception and processing of
recorded energy into an image, (f) interpretation and analysis of image to extract
desired information and (g) application of the information about the object or target
in order to better understand it, reveal some new information, or assist in solving a
particular problem.

Although it is now possible to expand the object feature base in image interpreta-
tion beyond the traditional spectral domain to include spatial and other dimensions,
the practice of remote sensing still relies heavily on the spectral characteristics of
objects. Accordingly, each object has a unique spectral signature of reflection or
emission dependent on the sun, climate, atmosphere, ground condition, sensor among
other factors. This allows the discrimination of the object type, class, rank or density
to be made through image processing and analysis as illustrated in Fig.7.2.

Even though the invention of classical photography can be traced way back
to around 1860 and balloon photography was pioneered in 1900, strictly speak-
ing, the technology of remote sensing evolved gradually into a scientific discipline
only after World War II. Like most other mapping technologies, the early develop-
ments in remote sensing were mainly driven by military use, with civilian applica-
tions emerging much later. Today, the range of remote sensing applications varies
from archeology, agricure, cartography, civil engineering, meteorology and climatol-
ogy, coastal studies, emergency response, forestry, geology, geographic information
systems, hazards, land use and land cover, natural disasters, oceanography, water
resources etc. Furthermore, the introduction of high spatial resolution sensors and the
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Fig. 7.2 Flow of remote sensing. Source Murai (2004)

development of new image analysis algorithms, has given an impetus to new applica-
tions in non-conventional areas like urban mapping, disaster management, location-
based services, car and pedestrian navigation etc.

7.2 Principles of Electromagnetic Radiation

7.2.1 Electromagnetic Spectrum

Electromagnetic radiation, whose major source is the Sun, is fundamentally a carrier
of electromagnetic energy. The electromagnetic radiation which travels in the form of
waves at the speed of light (denoted as ¢ and equals to 3 x 108 ms~!) is known as the
electromagnetic spectrum. The waves propagate through time and space oscillating
in all directions perpendicular to their direction of travel. According to the quantum
wave theory, electromagnetic radiation propagates as a traverse wave comprising of
both an electric field (E) and a magnetic field (H). These two fields are located at
right angles to each other and travel at the speed of light.

Electromagnetic radiation is defined by four basic elements namely; frequency
or wavelength, transmission direction, amplitude and plane of polarization. It is
these four elements which influence the kind of information that can be extracted
from electromagnetic radiation. They also effectively determine the characteristics
of remote sensing data or images cues such as colors, tones or geometric shape of
objects. The wavelength () is defined as the distance between successive crests of
the waves. The frequency (y) is the number of oscillations completed per second. On
the other hand, the amplitude defines the maximum positive displacement from the
undisturbed position of the medium to the top of a crest. The plane of polarization
represents the plane of the electric field and is important in microwave remote sensing
(described in Chap.9).
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By scientific convention, the electromagnetic spectrum is divided into different
portions. The major divisions of the electromagnetic spectrum ranging from short-
wavelength, high-frequency waves to long-wavelength, low-frequency waves, include
gamma rays, X-rays, ultraviolet (UV) radiation, visible light, infrared (IR) radiation,
microwave radiation, and radio waves. Because of the spectral absorption characteris-
tic of atmospheric molecules in certain regions of the atmosphere, otherwise referred
to as the blocking effect, only certain parts of the electromagnetic spectrum are useful
in remote sensing. These regions represent the principal atmospheric windows and
define the bands employed in remote sensing as shown in Fig.7.3.

The ultraviolet or UV portion of the spectrum has the shortest wavelengths which
are practical for remote sensing. This radiation is just beyond the violet portion
of the visible wavelengths, hence its name. Some rocks and minerals fluoresce or
emit visible light when illuminated by UV radiation. The visible spectrum is a very
narrow band whose wavelength ranges from between 0.3 and 0.7 wm. However, it
is a very important part of the electromagnetic spectrum that is particularly critical
in photogrammetry and satellite remote sensing. In addition, the light which our
eyes— ‘ur remote sensors’—can detect is part of the visible spectrum.

The infrared (IR) region can be divided into two categories based on their radiation
properties—the reflected IR and the emitted or thermal IR. Radiation in the reflected
IR region is used for remote sensing purposes in ways very similar to radiation in
the visible portion as shown in Fig.7.4a. The reflected IR covers wavelengths from
approximately 0.7 and 3.0wm. The thermal IR region is quite different than the
visible and reflected IR portions, as this energy is essentially the radiation that is
emitted from the earth’s surface in the form of heat (see Fig.7.4b).

The thermal IR covers wavelengths from approximately 3.0 and 100 wm. The
principle of black body radiation is relevant in understanding the operation of thermal
remote sensing and is articulated in most classical remote sensing literature, see
e.g., Lillesand et al. (2010), Richards (1994) etc. While reflected IR images can
yield important information on the health status of crops and vegetation, thermal
IR sensors have been employed to support rescue operations in disaster events like
earthquakes, fires etc.
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The microwave regions represent the portion of the electromagnetic spectrum
that has raised most interest to remote sensing in recent times. It covers a vast wave-
length region that extends in wavelength from about 1 mm to 1 m (see Fig. 7.4c). The
microwave region is further subdivided into several other bands like P, L, C, X and K
bands. Microwave remote sensing uses microwave in both passive and active modes.
Microwaves can be emitted from the earth, from objects such as cars and planes, as
well as from the atmosphere.

These microwaves can be detected to provide information, such as the tempera-
ture of the target that emitted the microwave. Most passive microwave sensors are
characterized by low spatial resolution. Active microwave sensing systems such as
RAdio Detection And Ranging (RADAR) provide their own source of microwave
radiation that is fired in the form of a radar pulse towards the targets. They are then
able to detect and record the energy that is backscattered from the targets as shown
in (Fig.7.4c). More detailed discussion on microwave remote sensing is presented
in Chap.9.

7.2.2 Interaction with the Atmosphere and Targets

As the electromagnetic energy travels through the atmosphere from either the energy
source or the target, some absorption and/or scattering will inevitably take place.
Ozone, carbon dioxide, and water vapour are the three main atmospheric constituents
which absorb electromagnetic radiation. As mentioned above, it is only in those
regions of the electromagnetic spectrum where no or slight absorption occurs, oth-
erwise referred to as the principal atmospheric windows, where meaningful remote
sensing can be practiced.

Scattering occurs when particles or large gas molecules present in the atmosphere
interact with and cause the electromagnetic radiation to be redirected from its original
path resulting in attenuation of the electromagnetic radiation. Scattering is mainly
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caused by nitrogen (N>) and oxygen (O;) molecules, aerosols, fog particles, cloud
droplets, and raindrops. The type of scattering that results is influenced by the relative
size of the atmospheric molecules and particles vis d vis the wavelength of the incident
energy and will thus vary from one atmospheric region to the other. Three different
types of scattering can be distinguished: Rayleigh scattering, Mie scattering and Non-
selective scattering in the upper, mid and lower atmospheric regions respectively.
Whereas Rayleigh scattering is the reason why the sky appears blue, non-selective
scattering is the reason for fog and clouds appearing white.

Different types of interactions will occur when the incident electromagnetic radi-
ation finally hits or connects with the targets. The specific type of interaction will
depend on the properties of both the target and the wavelength of the incident elec-
tromagnetic radiation. Reflection occurs when radiation bounces off the target and
is then redirected. When the target surface is smooth, specular reflection results,
where all (or almost all) of the energy is directed away from the surface in a single
direction. When the target surface is rough, the energy is reflected almost uniformly
in all directions, in which case diffuse reflection occurs. Most earth surface features
lie somewhere between perfectly specular or perfectly diffuse reflectors.

Absorption occurs when electromagnetic radiation is absorbed by the target.
Transmission occurs when electromagnetic radiation passes through a target. For
any given material, the amount of solar radiation that reflects, absorbs, or transmits
varies with wavelength. As discussed in Sect.7.1, it is this important characteristic
of matter that makes it possible to identify different substances or features and dis-
tinguish between them on the basis of their spectral signatures (spectral curves) in
remote sensing.

For demonstration purposes, Fig.7.5 shows the spectral reflectance curves for
vegetation, water and dry and wet soils. While vegetation has a unique pattern, the
spectral reflectance for soil varies depending on the moisture content with dry soil

Fig. 7.5 Spectral curves for some features. Source CCRS (2012)
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exhibiting higher reflectance than wet soil. The main part of water, except for shorter
wavelength is absorbed with less reflection. Furthermore, Fig. 7.5 also shows that the
near infra-red band represents the best region within which to distinguish between
vegetation and most other object features like water.

7.3 Passive Versus Active Remote Sensing

On the basis of the scope of application and type of electromagnetic radiation
employed, remote sensing may be divided into Weng (2010): (a) satellite remote
sensing (when satellite platforms are employed), (b) photogrammetry (when photo-
graphic images are used to record reflected visible energy as discussed in Chap. 11),
(c) thermal remote sensing (wWhen the thermal infrared portion of the electromagnetic
spectrum is used), (d) microwave remote sensing (when microwave wavelengths are
employed as described in Chap.9). and (e) LiDAR or laser scanner remote sensing
(when laser pulses are directed toward the target and the distance between the sensor
and the target is estimated premised on either the return time for pulse ranging or the
phase difference for side tone (continuous wave) ranging as described in Sect. 8.4.

Based on how energy is used and detected, one can distinguish between two
different forms of remote sensing (i) passive-and (ii) active remote sensing. Passive
remote sensing systems record the reflected energy of electromagnetic radiation or
the emitted energy from the Earth, such as cameras and thermal infrared detectors.
On the other hand, active remote sensing systems send out their own energy and
record the scattered energy received upon interaction with the Earth’s surface, such
as radar imaging systems and LiDAR.

One of the advantages of active sensors over their passive counterparts is that they
can be used during both day and night or in most weather conditions. In addition,
active remote sensors are also able to penetrate through cloud cover. This is unlike
passive remote sensors for which sunlight is critical to their successful operation and
cloud cover is an impedance and is thus undesirable. It is also possible to generate
different imagery with different information content for the active remote sensors like
radar imagery by simply altering the wavelength (or frequency) and the polarization
of the transmitted and received signals.

7.4 Concluding Remarks

From its humble beginning, remote sensing has grown in stature over the past half
century or so to influence virtually all aspects of human endeavor and the environ-
ment. Coupled with the availability of historical remote sensing (time-series) data,
the reduction in data cost and increased spatial resolution, remote sensing technology
appears poised to make an even greater impact on many socio-economic and polit-
ical endeavors of mankind. Notably, the number of remote sensing applications is
very impressive today, with many new applications emerging even in non-traditional
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areas like urban mapping, disaster management, location-based services, car and
pedestrian navigation etc.

To realize the full potential of this mapping technology, however, it is imperative
to integrate remote sensing with other related technologies that provide and deliver
geospatial data and information such as Global Navigation Satellite Systems (GNSS),
inertial mapping units (IMU) or other rotation sensors, Geographic Information
Systems (GIS), wireless sensor networks, Global System for Mobile Communication
(GSM), and the Internet.

In view of the multi-faceted and increasingly complex nature of most problems
confronting humanity today, it is critical that the integration of the above technolo-
gies be implemented within the framework of a decision support system (DSS) eluci-
dated in Sprague (1980), Bhatt and Zavery (2002), Shim et al. (2002), Power (2004)
etc. Using disaster as a typical example, whereas mapping technologies like remote
sensing, GNSS and GIS would provide the basic support in pre-event preparedness,
response and monitoring, and post-reconstruction in disaster management, commu-
nication satellites and the Internet would help in disaster warning, relief mobilization
and telemedicinal support Jayaraman et al. (1997). To leverage from these diverse
technologies and to effectively respond to disasters in a coordinated, efficient and
timely manner would call for building of the necessary DSS capability within a
GIS platform.
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Chapter 8
Optical Remote Sensing

“It is not knowledge, but the act of learning, not possession but the
act of getting there, which grants the greatest enjoyment.”
Carl Friedrich Gauss (1777-1855)

8.1 Data Acquisition—Sensors and Systems

There are a large variety of systems for collecting remotely sensed data in operation
today. Ramapriyan (2002) asserts these can be categorized in several ways according
to the:

e type of instrument (imager, sounder, altimeter, radiometer, spectrometer, etc.);

e mechanics of the instrument (push broom, whisk broom, serial cross-track, parallel
cross-track, conical scan, step-staring, etc.);

e sensing mechanism (passive or active);

viewing characteristics (point-able or fixed, nadir- or off-nadir-looking, single- or

multi angle (mono or stereo));

spectral characteristics measured (panchromatic, multi-spectral, hyper-spectral);

spatial resolution (high, moderate, low);

observed wavelength range (UV, visible, near infrared, thermal, microwave, etc.);

platform (aircraft, spacecraft); and

altitude (in case of airborne sensors) or orbits (in the case of space-borne sensors

(e.g., sun-synchronous, geosynchronous, geostationary, low inclination etc.).

Against the above background, the design of remote sensing systems principally
revolves around the identification of the most appropriate sensor-platform combina-
tion. As a matter of fact, this arrangement represents a basic and common denom-
inator in virtually all remote sensing systems. Following a user needs assessment
the most pragmatic sensor-platform combination is identified in order to deliver the
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desired remote sensing data solution to suit specific or generic application(s). In view
of the often huge financial and human resources required, as well as the diversity
and scope of applications, the design of remote sensing systems is definitely not a
trivial exercise.

As discussed in Sect.7.2, and with regard to the type of sensing mechanism
applied, mapping sensors may be classified as either passive or active. Further-
more, they may vary in design from classical frame-based to digital aerial cameras
employing either frame or line scanning techniques, and from opto-mechanical to
push-broom scanners with stereo and even triplet imaging capability. In defining the
most appropriate orbit for a sensor, as mentioned above, several attendant factors
need to be considered such as altitude, attitude, orbit or flight course, payload etc.
By using Kepler’s laws of planetary motion, the characteristics of satellite orbits
are defined through several parameters including orbit figure (circular, ellipsoidal
etc.), inclination (oblique, polar etc.), period (geosynchronous or sun synchronous),
recurrence (recurrent or semi-recurrent) etc.

In retrospect, various factors have continued to drive and impact on the develop-
ment of remote sensing and GIS in general as illustrated in Fig.2.2. For instance,
developments in space technology have strongly influenced the design of mapping
sensors. Furthermore, increased size of charged-couple devices (CCD) sensors and
high data transmission rates have all given an impetus to this. The increase in the
application of space-derived data into new and often diverse fields has also signifi-
cantly contributed to the development of mapping sensors.

Usually, most of these new applications have brought with them new demands
and challenges. Attempts to address these new use requirements have contributed
significantly to the development of remote sensing imaging systems as articulated
in Kiema (2001). From a purely political perspective, the easing of prior military
restrictions on the availability and use of high spatial resolution imagery (HSRI) to
civilians has opened up new business opportunities in mapping.

The vehicle or carrier on which remote sensors are borne is called the platform.
Pigeons were some of the earlier remote sensing platforms employed in remote
sensing. Basically, platforms used in remote sensing may be classified as space-borne,
airborne or ground-based. Satellites constitute the principal space-borne platforms
employed today. Aircrafts are the most common type of airborne platform used in
remote sensing, although helicopters, radio controlled planes and balloons are also
employed, especially at lower orbits of up to about 500 m.

Ground-based platforms are used in terrestrial and close range imaging applica-
tions. Space-borne platforms are predominant at higher altitude orbits stretching from
between 240 and 350km for space shuttle, to between 500 and 1,000 km for Low
Earth Orbiting Satellites (LEOS) usually with sun synchronous orbit and 36,000 km
for Geostationary Earth Orbiting Satellites (GEOS). On the other hand, airborne
sensors are usually employed at lower altitudes from 10 to 12km. One can compare
remote sensing satellites with the Global Navigation Satellite Systems (GNSS) like
the Global Positioning Satellite (GPS), which are essentially Medium Earth Orbiting
Satellites (MEOS) and orbit at an altitude of about 20,200 km.
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The key factor in the selection of a platform is the altitude which determines the
ground resolution if the instantaneous field of view (IFOV) of the sensor is constant.
The selection of the appropriate platform also depends on the purpose—which is
sometime requested for a priori. For example, a constant altitude is required for
aerial surveys, while various altitudes are needed to survey vertical atmospheric dis-
tribution. Moreover, for aerial photogrammetry, the flight path is strictly controlled to
meet the requirement of geometric accuracy. However, helicopter or radio controlled
planes are used for a free path approach, for example in disaster monitoring.

There are probably several hundreds of space utility vehicles (SUVs) employing
different sensor-platform arrangements in operation today. Undoubtedly, the number
of such systems is bound to continue growing even further. This prediction is true,
especially as more enterprise or domain specific sensors continue to be launched into
orbit and as many more countries, including even those in the developing world, begin
to recognize the strategic importance and value of investing in space technology.

8.2 Characteristics of Optical Remote Sensing Data

As highlighted in Sect.7.1, electromagnetic radiation which is either reflected or
emitted from objects is what is referred to as remote sensing data. This data can be in
either analogue format (e.g., hard-copy aerial photography or video data) or digital
format (e.g., a matrix of brightness values corresponding to the average radiance
measured within an image pixel). The success of data collection from remotely sensed
imagery requires an understanding of four basic image resolution characteristics,
namely; spatial, spectral, radiometric, and temporal resolution (Jensen 2005). From
the very outset, however, it is important to acknowledge the fact that the interpretation
of different sensor performance characteristics is anything but trivia (Joseph 2000).

Spatial resolution is a measurement of the minimum distance between two objects
that will allow them to be differentiated from one another in an image and is a function
of sensor altitude, detector size, focal size, and system configuration (Jensen 2005).
As much as the spatial resolution determines the smallest object that can be perceived
in an image, the contrast of an object with respect to the surrounding object also
influences its interpretation. The impact of spatial resolution on the pointing accuracy
and overall interpretation has been investigated in several works (e.g., Forshaw et al.
(1983), Béhr and Vogtle (1998)).

These studies have demonstrated the importance of specifying the Modulation
Transfer Function (MTF) of an imaging system in order to adequately describe its
geometric capability. For aerial photography, spatial resolution is measured in resolv-
able line pairs per millimeter, whereas for other sensors, it refers to the dimensions (in
meters) of the ground area that falls within the instantaneous field of view (IFOV) of
a single detector within an array or pixel size (Jensen 2005). Spatial resolution, which
defines a sensor’s footprint on the ground, determines the level of spatial details that
can be observed on the earth’s surface from a particular sensor.
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Table 8.1 Typical costs of different types of remote sensing imagery. Source Kumi-Boateng (2012)

Sensor Sensor type Spatial Scene Estimated Estimated pre-
category resolution coverage  acquisition processing
(m) (Km?2) cost per Km? cost per Km?
(US$) (US$)
Coarse NOAA AVHRR 1090 5,760,000  0.00015 0.00008
resolution  Terra MODIS 250 5,428,900  0.00000 0.00005
(>250m) Orbview-1 1000 3,750,000  0.00013 0.00006
Medium Landsat MSS 80 34,000 0.00880 0.00440
resolution Landsat TM 4-5 30 34,000 0.01620 0.00810
(10-250) Landsat ETM 7 30 34,000 0.02130 0.01065
IRS (XS) 23 21,900 0.11400 0.02800
SPOT 1-3 10 3,600 0.41600 0.15000
ASTER 15 3,600 0.01520 0.00760
RADARSAT 10-100 1,000 2.53000 1.20000
High IKONOS 1 (Pan) 121 29.00000 14.50000
resolution SPOT 5 2.5 3,600 0.73000 0.27000
(<10m) IRS 6 (Pan) 4,900 0.33000 0.08000
Quickbird 0.6 (Pan)  400-1,600 39.00000 19.50000
Color-IR Photography 10 83 5.50000 2.75000
Aircraft digital imagery 1 variable 50.00000 25.00000
AVIRIS 20 99 5.00000 2.50000
LiDAR 0.1 variable 74.00000 37.00000

Generally speaking, the finer the spatial resolution, the higher the level of detail it
records and certainly the more expensive the satellite imagery as shown in Table 8.1.!
From a practical standpoint, cost is often the most important factor in a remote
sensing application as reiterated by Phinn (1998). Coarse spatial resolution data may
include a large number of mixed pixels, where more than one land-cover type can
be found within a pixel. Whereas fine spatial resolution data considerably reduce
the mixed-pixel problem, they may increase internal variation within the land-cover
types. Higher spatial resolution also implies need for greater data storage and higher
cost and may even introduce difficulties in image processing for a large study area
as pointed out by Weng (2010).

The relationship between geographic scale and spatial resolution has been investi-
gated in Quattrochi and Goodchild (1997). From such studies and experience gained
over the years, it has been confirmed that high spatial-resolution imagery, such as
that employing IKONOS and QuickBird data, is more effective on the local scale.
On the regional scale, medium-spatial-resolution imagery, such as that employing
Landsat Thematic Mapper/Enhanced Thematic Mapping Plus (TM/ETM+) and Terra
Advanced Space-borne Thermal Emission and Reflection Radiometer (ASTER)
data, is more common. At the continental or global scale, coarse-spatial-resolution

I All the tabulated sensors are passive, except RADARSAT and LiDAR that are active sensors.
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imagery, such as that employing Advanced Very High Resolution Radiometer
(AHVRR) and Moderate Resolution Imaging Spectrometer (MODIS) data is mun-
dane as shown in Table 8.1.

Each remote sensor is unique with regard to what portion(s) of the electromagnetic
spectrum’s energy it is able to detect. Different remote sensing instruments record
different segments, or bands, of the electromagnetic spectrum. Spectral resolution of
a sensor refers to the number and size of the bands it is able to record (Jensen 2005).
In general, the finer the spectral resolution, the narrower the wavelength range for
a particular band. To describe the spectral resolution more precisely, however, it is
necessary to define a number of related parameters including the central wavelength,
bandwidth size, jointly with the percentage of out-of-band response as noted by
Joseph (2000).

The spectral resolution may vary from panchromatic to multi-spectral and even
hyper-spectral sensors. Panchromatic sensors record images in either black or white,
while multi-spectral sensors detect images in a few bands e.g., visible and reflected
infrared. For most high spatial resolution sensors the panchromatic (Pan) and multi-
spectral (MSS) channels are usually separated, with the panchromatic channel often
having a finer spatial resolution than the multi-spectral channels. Hyper-spectral
sensors (imaging spectrometers) are instruments that acquire images in many very
narrow contiguous spectral bands. An example of a hyperspectral sensor is MODIS
on-board National Aeronautics and Space Administration (NASA)’s Terra and Aqua
missions that has a spectral resolution in 36 spectral bands designed to capture data
about land, ocean, and atmospheric processes simultaneously.

Radiometric resolution refers to the sensitivity of a sensor to incoming radiance,
that is, how much change in radiance there must be on the sensor before a change in
recorded brightness value takes place Jensen (2005). Coarse radiometric resolution
would record a scene using only a few brightness levels, that is, at very high con-
trast, whereas fine radiometric resolution would record the same scene using many
brightness levels. For example, remote sensors with a radiometric resolution of 8 bits
can record data in 256 brightness or gray levels ranging from O to 255. The finer
the radiometric resolution of a sensor, the more sensitive it is in detecting small
differences in reflected or emitted energy.

Temporal resolution defines the duration it takes a sensor to return to a previously
imaged location. It is important to note that because of some degree of overlap in
the imaging swath of adjacent orbits for most remote sensing satellites, coupled with
the increase of this overlap with increasing latitude, some parts of the earth tend to
be re-imaged more frequently than others. This is besides the fact that some satellite
systems are also able to “point their sensors”.

Temporal resolution has an important and critical implication in change detection
and environmental monitoring. For instance, many environmental phenomena such
as vegetation, weather, forest fires, volcanoes etc. periodically change over time. To
monitor the development of crops and vegetation, temporal resolution is an important
consideration to be able to detect and explain changes and anomalies. In view of the
often sporadic changes in weather patterns worldwide, most weather sensors have a
high temporal resolution such as, Geostationary Operational Environmental Satellite
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(GOES), 0.5/h; NOAA-9 AVHRR local-area coverage, 14.5/day; and METEOSAT
first generation, every 30 min (Weng 2010).

Fine spatial resolution remote sensing image data can be very expensive, with the
cost often spiraling to several hundred dollars per square kilometer (see Table8.1)
depending on the type of sensor and the timeliness of the desired data. Given the
availability of a wide array of different types of remote sensing data with different
characteristics, the selection of the most appropriate data for a particular exercise is
not trivial at all. This is further compounded by the fact that in many remote sensors,
clear trade-offs exist between different forms of resolution as described in Campbell
(2007). In the final analysis, therefore, the selection of the most appropriate remote
sensing data in a particular application will be influenced by several factors including:
the nature of the specific application, the information or classes of interest that need
to be extracted, the sensor characteristics assessed and the available budget.

8.3 High Spatial Resolution Imagery

8.3.1 Development and Characteristics of HSRI

With the onset of space-based mapping, which was incidentally triggered off way
back in 1972 with the launch of Landsat-1, most of the space-borne sensors that
were employed belonged to national mapping and other federal agencies. Despite the
fact that mapping applications involving the use of satellite imagery have continued
to grow impressively since then, these have, nevertheless, been rather constrained
and have never realized the full potential of satellite remote sensing per se. This is
basically due to the relatively low spatial resolution of most of the earlier satellite
imagery. Consequently, photogrammetry (discussed in Chap.11) continued to be
used in applications, like in medium to large scale topographic mapping, where the
accuracy offered by satellite imagery was deemed to be inadequate.

The inauguration of high spatial resolution mapping sensors, which was pioneered
in 1999 with the successful launch of IKONOS, has significantly changed the above
scenario (see Table 8.1). The introduction of high spatial resolution imagery (HSRI)
addressed the inherent weakness of the earlier generation of satellite imagery and
ideally marked the beginning of a new era in space imaging for earth observation
as articulated in Fritz (1996), Aplin et al. (1997) etc. With the use of sensors char-
acterized by high geometric fidelity, HSRIs have demonstrated remarkable mapping
capability as explained in Sect. 8.3.2.

In addition, high spatial resolution mapping sensors have exhibited very rapid
cycle of image collection that is flexible enough to satisfy varied customer delivery
needs. A distinctive feature of most high spatial resolution commercially-based earth
observation satellites is that, unlike the earlier mapping sensors, they are largely
owned by different private consortia, often with an international dimension. Fig. 8.1
highlights examples of some typical HSRI.


http://dx.doi.org/10.1007/978-3-642-34085-7_11

8.3 High Spatial Resolution Imagery 125

© DigitalGlobe

Quickbird All nghts reserved dssmbmroe:es:m Image
Orbview 3 A ——
SPOT 5

4 /
s ' b 39

© Space Imaging © Imagesat intemational

N.V. EROS 1A image
IKONOS EROS

Fig. 8.1 Examples of HSRI. Source Murai (2004)

Some of the typical products associated with HSRI include: (i) Geo-coded image:
Panchromatic (Pan), Multi-spectral (MS), Pan sharpened etc; (ii) Orthoimage cor-
rected for topography; (iii) Digital Surface Models (DSMs)/Digital Elevation Models
(DEMs) from stereo imagery; (iv) Contour line map generated from DEM; (v) Land
cover map: auto/semi-automatically produced; (vi) Overlay on GIS; and (vii) 3D
landscape animations.

8.3.2 Potential of HSRI

HSRI contain rich spatial information, providing a greater potential to extract much
more detailed thematic information (e.g., land use and land cover, impervious sur-
face, and vegetation), cartographic features (e.g., buildings and roads), and metric
information with stereoimages (e.g., height and area) that are ready to be used in GIS
(Weng 2010). Murai (2004) deduces the potential of HSRI from the typical products
provided to include the following:

(1) Mapping capability: A ground resolution of 1 m coupled with a pointing accuracy
of 0.3 pixel will provide 1:10,000 line drawing map with contour interval of
between 2.5 and 5 m. Background image map will also be possible at the scale
of 1:5,000 including orthoimage.

(2) GIS: HSRI can be overlaid as background image on GIS vector data.

(3) Provision of DEM from stereo imagery.

(4) Automated feature extraction.

(5) Fused data products.

(6) 3D Modeling: This requires stereo imagery to succeed. Moreover, the central
perspective projection (see Sect.11.2), upon which the basic photogrammet-
ric theory is anchored, is not applicable here due to the very narrow field of
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view (less than 2°). Instead, generic or replacement sensor models described in
Sect. 12.2 are used. Specifically, two methods have been developed for 3D mod-
eling namely; (a) affine transformation with 6 parameters as shown in Eq. 8.1

x=a1+apX +aY
y=>b1 +b2X +b3Y (8.1)

where; x, y are the image coordinates; X, Y are the object point coordinates;
ai, ap, as, ... etc. are the transformation coefficients.

(b) rational function with up to 80 parameters that are provided by the HSRI
distributor as exemplified in Eq. 8.2.

L _PX Y 2);
Y Pa(X, Y, Z);
Ps3(X,Y, 7Z);
yij = ’3(—)1 (8.2)
Piy(X,Y,2);

where; x;;, y;; are normalized image coordinates; X, Y, Z are the object point
coordinates (normalized latitude, longitude & height); and P (X,Y, Z); =
ai + @Y + a3X +asZ + -+ a19X>Z + aZ>

Po(X,Y,Z)j =b1 +b2Y +b3X +b4Z +--- + b19X2Z + b20Z3
P3(X,Y,Z)j =ci+a¥ +c3X +caZ+ -+ c19X>Z + 202>
Pu(X,Y,Z); = di + Y + d3X + dsZ + -+ + dioX*Z + drZ? and
ai, az, as, ... etc. are the polynomial coefficients.

(7) Visualization and 3D fly throughs.

Subsequently, the advantages of HSRI include:

(a) Frequent data acquisition from high temporal resolution;

(b) Good image quality;

(c) Simple 3D modeling;

(d) Access possibility (high mountain, boundary etc.);

(e) Less number of ground control points (GCPs) are required; and
(f) No special skill is required.

On the contrary, the disadvantages of HSRI include:

(a) High cost;

(b) Cloud coverage;

(c) Shadows caused by topography, tall buildings, or trees;

(d) High spectral variation within the same land-cover class, especially in complex
landscape, e.g., urban areas;

(e) Fixed frequency and acquisition time;

(f) Huge amount of data storage and computer display, which can adversely affect
image processing; and

(g) Less development history.
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8.4 Light Detection and Ranging

Although growing in popularity only in recent years, Light Detection And
Ranging (LiDAR), otherwise referred to as laser scanning technology, has been in
use from around 1972 when the Airborne Profile Recorder (APR) was first employed
and effectively combined in photogrammetric block adjustment Ackermann (1999).
Throughout the 1980s different feasibility studies were conducted with the viability
of LiDAR only confirmed following the steady growth of Global Positioning System
(GPS) and development of rotational sensors. This then saw the first laser profil-
ing research conducted at the University of Stuttgart, Federal Republic of Germany
between 1989-1990 under the direction of Prof. Ackermann in the special research
project titled “High Precision Navigation”. Commercial applications of LiDAR com-
menced later in the early 1990s spearheaded by firms like TopScan,” Toposys> etc.

As mentioned in Sect.7.3, LiDAR is essentially an active remote sensing tech-
nology that employs Light Amplification by Stimulated Emission of Radiation
(LASER). In principle, it operates by firing laser pulses towards the object/target
and measuring the range between the sensor and the object based on either the return
time for pulse ranging systems or the phase difference for side tone (continuous
wave) ranging systems. From a knowledge of the instantaneous position and attitude
of the LiDAR sensor, derived from real-time kinematic (RTK) GPS positioning (dis-
cussed in Sect. 6.11) and inertial measuring units (IMU) respectively, through simple
polar determination, it is possible to compute the three-dimensional coordinates of
the object/target. These initial estimates, however, still need to be filtered to correct
for noise after which LiDAR data in the form of discrete X, y, and z coordinates are
generated and transformed into the desired local coordinate system. Intensity data
(images) may also be delivered together with other elevation derived surfaces such
as digital elevation model (DEM), digital surface model (DSM) etc. LiDAR data
provide fairly good vertical and horizontal resolutions with accuracies of £0.3m
reported (Webster et al. 2004).

Unlike other remotely sensed data, LIDAR data focus solely on geometry rather
than radiometry (Weng 2010). With the ability to detect and record more than one
return for each height point measured (Alharthy and Bethel 2002), LiDAR pos-
sesses distinct advantages over most other remote sensing systems. Specifically, most
LiDAR allow the recording of the first- and last-pulse returns as shown in Fig. 8.2.
The first-pulse returns are registered by surfaces of all ground objects, including
both solid and transparent objects, and is extremely useful for detecting penetrable
objects such as trees. Starting from individual tree analysis, forest volume and bio-
mass can be estimated subsequently, see e.g., Renslow (2000), Popescue et al. (1998),
Secord and Zakhor (2007), Voss and Sugumaran (2008) etc. In contrast, the last-pulse
returns are recorded by laser that penetrates through and is finally reflected from non-
penetrable objects such as the ground and buildings. While the first pulse LIDAR
data is useful for generation of DSMs, the last pulse data is important for producing

2 http://www.toposcan.de
3 http://www.toposys.de
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Fig. 8.2 First- and last-pulse measurements

DEMs. The normalized DSM (nDSM), otherwise known as the normalized height
model, derived from Eq. 8.3, is important in the extraction of urban objects such as
buildings and trees.

nDSM = DSM — DEM (8.3)

Over the years, LiDAR technology has distinguished itself in many applications
largely due to its ability to deliver high resolution data, within a short acquisition time
and at a lower cost compared with classical methods like photogrammetry, irrespec-
tive of weather conditions. LiDAR is today a critical data source in urban studies,
especially for extraction of buildings and trees, see e.g., Haala and Brenner (1999),
Brunn and Weidner (1997), Clode et al. (2007), Forlani et al. (2006), Miliaresis and
Kokkas (2007) etc. LiDAR data have also been used in urban planning, telecommu-
nications network planning, and vehicle navigation (Kokkas 2005). To demonstrate
its versatility, many urban studies have also examined the extraction of urban objects
by fusing LiDAR with high spatial resolution imagery (HSRI), see e.g., Lee et al.
(2008), Secord and Zakhor (2007), Voss and Sugumaran (2008), Sohn and Dowman
(2005) etc.

Given the diversity and quality of products offered by LiDAR technology, there
has been discussion in the literature whether this technology is in competition with
or complimentary to older technologies, such as photogrammetry, that leverage on
similar outputs, see e.g., Baltsavias (1999), Liu (2008), Schenk and Csatho (2002),
Ma (2005) etc. Some of the advantages that LIDAR possesses over photogrammetry
include the fact that; (i) it is virtually independent from environmental conditions; (ii)
it can operate both during day or night; (iii) it does not need control points and signals;
(iv) it does not need expensive mapping equipment; (v) it has a high point density
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(1-5m); and (vi) although it has a higher cost per square kilometer (see Table 8.1), it
is still more competitive in terms of both cost and time by between 25-50 % Konecny
(2003). Evidently, LiDAR together with HSRI (discussed in Sect. 8.3) provide high
impact data sets that will continue to influence many future developments in remote
sensing.

8.5 Concluding Remarks

That space technology is expensive business is a matter of fact. This partly explains
why for slightly over half a century since their introduction, the earlier generation
of earth observation satellites remained the preserve of only a handful of national
mapping and federal agencies. However, the ever growing business opportunities
present in the space industry seem to have changed this situation in recent times,
with several private consortia and companies already fully engaged in the provision
of high-end remote sensing imaging data and associated value-added products. This
paradigm shift seems to be emerging even as many first world countries continue to
cut down on their budgets for space technology, owing largely to the recurrent global
financial crisis.

Conversely, we are increasingly witnessing the deployment of many miniature
earth observation satellites, particularly in the emerging economies in Asia like
China, Korea, Malaysia etc., thanks to innovation and development in nano tech-
nology. Murai (2004) contends that these small satellites cover up to about 95 % of
the basic functions of large satellites at only about 5 % of the total cost of the same.
Furthermore, they also have a relatively short development time and reasonable reli-
ability, besides requiring smaller and cheaper launch vehicles, see e.g., Xue et al.
(2008), Kramer and Cracknell (2008), Guelman and Ortenberg (2009) etc.

These attractive propositions will certainly result in many more developing coun-
tries leapfrogging into the league of select nations that own earth observation satellites
to support assorted human, environmental and other strategic interests and applica-
tions. However, like the proverbial two sides of a coin, these new developments will
most likely introduce new technical, institutional and legal challenges, such as the
need for better measures and procedures to deal with debris mitigation, frequency
allocation and satellite registration, among other contemporary space issues.

With the benefit of hindsight, one can postulate that it is unlikely that any one
single sensor-platform combination will provide all the data required in remote
sensing. What is required today is the development of appropriate sensor networks
and webs. Such technologies that are currently being deployed in environmental
monitoring, present new opportunities for gathering land surface information that
allow the integration of field data collection in remote sensing McCoy (2005), thus
amplifying the utility of remotely sensed data (Ho et al. 2005; Porter et al. 2005; Kus-
sul et al. 2009) etc. Additionally, the emergence of a more spatially literate society
will no doubt continue to demand for high quality remote sensing data to suit their
diverse applications. The quality of the wide array of remote sensing data on offer
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will be evaluated on the basis of several factors such as lineage, consistency, com-
pleteness, positional accuracy, semantic accuracy, temporal accuracy and attribute
accuracy, see e.g., Groot and McLaughlin (2000), Devillers and Jeansoulin (2006),
Congalton and Green (2009) etc.

Furthermore, the future use of earth sensor data, and through this, the future devel-
opment of mapping sensors will continue to be influenced by algorithmic advances
in various fields including automatic image understanding, data fusion, and data
compression (Schiewe 1998). Ultimately, however, the final selection of the most
suitable remote sensing data in an application will be made based on several fac-
tors including; the specific type of the application, the information or classes to be
extracted, the sensor characteristics assessed, and perhaps even more importantly,
the available budget (Kiema 2001).
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Chapter 9
Microwave Remote Sensing

“The most beautiful thing we can experience is the mysterious.
It is the source of all true art and all science.”
Albert Einstein (1879-1955)

9.1 Principles of Microwave Remote Sensing

9.1.1 Basic Concept

Persistent cloud cover, especially within the tropics, offers limited clear views of the
Earth’s surface from space. This presents a major impediment to the application of
optical remote sensing discussed in Chap. 8 in providing global remote sensing cov-
erage. Moreover, other than thermal sensors, most other optical imaging technologies
best operate during day time when there is sufficient sunlight. The microwave region
of the EM spectrum represents a principal atmospheric window that can be employed
to overcome the above limitations in optical remote sensing. For instance, in view of
their much longer wavelengths and contrary to optical sensors, microwaves can eas-
ily penetrate through vegetation canopies and even dry soils. In addition, microwave
systems offer the user more choice and control over the properties of the incident
microwave energy to be applied. Furthermore, they can be operated round the clock
even under rainy or poor visibility conditions.

Additionally, whereas optical sensors image only the surface elements of the land-
scape, microwave image contains volumetric and sub-surface information as well. It
is also possible to generate different microwave images with different information
content from the same basic dataset by simply altering the wavelength (or frequency)
and the polarization of the transmitted and received microwave signals. Thus there
is more imaging variety with microwave remote sensing than with optical remote
sensing. Against the above background, microwave remote sensors have continued to

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 133
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be deployed for topographic mapping, landscape change detection and 3D modeling
in many parts of the world, especially those regions that cannot be periodically and
effectively mapped using optical imaging technologies.

However, Richards (2009) reckons that understanding microwave remote sensing
is more difficult than optical remote sensing. This is largely because the technology
itself is more complicated and the image data recorded more varied. Consequently,
the level of mathematics involved can be fairly complex. With a wide disparity in
wavelength between microwave and optical radiation, imaged targets appear different
over these two EM bands. In many practical situations, however, microwave image
data has been used to complement optical image data, with many operational remote
sensing solutions leveraging from the synergy of both systems.

This chapter is intended to give the reader a fairly basic understanding of imag-
ing radar technology. More comprehensive treatment of microwave remote sens-
ing is available in the literature. For example, the three volumes by Ulaby et al.
(1981a, b, 1986) provide a comprehensive treatment of the theory of microwave
sensing. Besides detailing theoretical concepts, most later works on the subject also
focused on applications, see e.g., Henderson and Lewis (1998), Richards (2009).
Woodhouse (2006) considers both passive and radar remote sensing, while Wang
(2008) adopts a signal processing approach in discussing the theory of microwave
remote sensing. There are also many references that focus on specific advancements
in microwave technology such as radar interferometry, see e.g., Hanssen (2001), Fer-
retti et al. (2007) and radar polarimetry, see e.g., Ulaby and Elachi (1990), Massonnet
and Souyris (2008), Mott (2007).

As described in Sect. 7.2, microwave is defined as electromagnetic radiation with
wavelength ranging from 1 mm to 1 m or frequency ranging from 0.3 GHz (cor-
responding to 1 m wavelength) to 300 GHz (corresponding to 1 mm wavelength).
There are two basic types of microwave remote sensing namely; passive and active
microwave remote sensing. Passive microwave remote sensors detect and record
microwave radiation emitted from targets. To enable them accomplish this, they usu-
ally incorporate a microwave radiometer. On the other hand, active microwave remote
sensors detect and record backscattering reflected from transmitted microwave radi-
ation incident upon targets on the ground. To measure this active microwave remote
sensors integrate several equipments including microwave radar, microwave scat-
terometer and microwave altimeter. Passive microwave remote sensing employs a
wider range of microwave radiation than active microwave remote sensing. Active
microwave remote sensors operate between the microwave band width popularly
referred to as the K, X, C, L and P bands as shown in Fig.9.1. For example, the
GNSS techniques discussed in Chaps.4—6 employ the L-band microwave range,
while the gravimetric GRACE sensing satellite discussed in Sect.20.3.3 uses the
K-band microwave.
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Fig. 9.1 Microwave bands

9.1.2 Radar Backscattering

As shown in Fig.9.2, different types of radar backscattering or radar return can
be distinguished. A detailed discussion of these is given in Richards (2009). The
total amount of radar return will depend on both instrumental parameters, such as
wavelength, polarization and incidence/look angle, as well as target parameters,
such as dielectric constant, surface roughness, moisture content and local incidence
angle. Surface scattering is usually diffuse scattering that occurs on the surface of a
target. Closely allied to this is sub-surface scattering that is from reflection near the
subsurface due to the penetration ability of microwaves. Of the various factors that
influence surface scattering, roughness of a target is the most important one.

Hard targets that include metallic targets like cars, ships, railway tracks, power
lines, bridges, industrial plants, corrugated iron sheet roofs etc., exhibit very strong
radar return due to their high dielectric constant in the microwave frequency range.
Similarly, because of double specular reflection on vertical targets, corner reflectors,
such as tall buildings, walls etc., result in high radar return when facing towards the
sensor. However, they backscatter very low return when facing away from the sensor
as they are in radar shadow (see Sect.9.3). On the other hand, specular surfaces,
which comprise targets like still water bodies, roads, highways, pavements etc.,
reflect virtually all incident microwave radiation resulting in very low radar return.

Volume scattering is scattering that occurs within the target itself, and usually
consists of multiple bounces and reflections from different components within the
target. This happens when microwave radiation passes through relatively soft media
such as cloud, rain drops, trees, forests etc. The result is either random, directional
or uneven scattering as shown in Fig.9.2. Classical volume scattering occurs when
microwave radiation passes through rain drops in the atmosphere. In this case, the
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Fig. 9.2 Typical scattering mechanisms

amount of volume scattering recorded will depend on the size of the rain droplets
and the intensity of the rainfall itself.

9.1.3 Attenuation of Microwave Signals

As described in Sect. 7.2, the blocking effect or attenuation of incident electromag-
netic energy is manifested through the absorption characteristics of the atmosphere.
Whereas this is generally considered to be a major impediment in remote sens-
ing, since it delimits the range of principal atmospheric windows, attenuation of
microwave is, however, an important factor in the study of atmospheric gases like
water vapour, oxygen, ozone etc. (see Sect. 20.2). The amount of attenuation recorded
varies depending on the frequency (wavelength) of the microwave as shown in
Fig.9.3a. In general, the higher the intensity of the rainfall the higher the attenu-
ation as shown in Fig.9.3b. It is based on this understanding and taking cognizance
of volume scattering of rain drops that precipitation radars, like that found in the
Tropical Rainfall Measuring Mission! (TRMM) are designed.

I TRMM orbits at an altitude of 2403km with an inclination of 50° completing 16 revolutions
every day. It is designed to monitor and study tropical rainfall in the latitude range +50° over
inaccessible areas such as the oceans and un-sampled terrains. The primary instruments contained
in TRMM include the microwave imager (TMI), the precipitation radar (PR) and the visible and
infrared radiometer System (VIRS) (Kummerow et al. 1998).
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Fig. 9.3 Microwave absorption in the atmosphere. Source Murai (2004)

9.2 Structure of Microwave Systems

9.2.1 Microwave Antenna

Antennae are basic instruments in the structure of any microwave system. In general,
the design of antenna for active microwave sensors is different from that for passive
microwave sensors. Figure 9.4 shows the radiation pattern of an antenna with respect
to the incident angle. It comprises of a main lobe in the central region which represents
the main gain for the antenna. However, there are always side lobes on either lateral
direction, which produce some sort of noise. The beam width is specified as a range
of the main lobe with less than 3 dB in radiation power.
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Fig. 9.4 Radiation pattern of an antenna. Source Murai (2004)
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Table 9.1 Types of microwave sensors and their application

Sensor

Instrument

Target

Passive sensor
Active sensor

Microwave radiometer
Microwave scatterometer
Microwave altimeter

Imaging radar

Sea surface temperature, ozone, aerosol, NOx
Soil moisture, surface roughness, biomass
Sea surface topography, geoid, ocean wave height,

wind velocity

Image of surface, topography and geology

Source Murai (2004)

9.2.2 Microwave Sensors

Table 9.1 presents a summary of the major types of microwave sensors and some of
their typical applications. Passive microwave sensors employ microwave radiome-
ters and measure sea surface temperature, ozone, aerosol, NOx etc. Most active
microwave sensors use a combination of instruments comprising of scatterometers,
altimeters and imaging radars. Microwave scatterometers are employed to measure
soil moisture, surface roughness, biomass etc. Micrometer altimeters are used to mea-
sure sea surface topography, geoid, ocean wave height, wind velocity etc., while imag-
ing radars are employed in imaging surface topography, geology etc. The remainder
of this chapter focuses on imaging radars. Some examples of microwave sensors
on-board satellites is shown in Table9.2.

Table 9.2 Examples of some microwave sensors

Satellite Sponsor Sensor Year launched
SEASAT-1 USA SMMR, ALT, SAR 1978

ERS-1 ESA AMI, RA 1991

ERS-2 ATSR/M 1995

JERS-1 Japan SAR 1992
RADARSAT-1 Canada SAR 1995
RADARSAT-2 2007

TRMM Japan/USA TMI, PR 1997
ALMAZ-1B Russia SAR-10 1998

SAR-70

Aqua Japan/USA AMSR-E, AMSU 1999/2000/2002/2006
SRTM USA SIR-C/X-SAR 2000
ENVISAT-1 ESA ASAR, MWR, RA-2 2002

ALOS Japan PALSAR 2006
TerraSAR-X Germany X-SAR 2007
TanDEM-X 2010

Modified after Murai (2004)
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9.3 Radar Imaging and Geometry of SAR

Two distinct types of radar imaging can be distinguished, namely; Side Looking
Aperture Radar (SLAR) and Synthetic Aperture Radar (SAR). Side Looking Aper-
ture Radar, popularly referred to as Real Aperture Radar, is the classical radar with
real aperture antenna. As discussed in Sect. 9.2.1, the footprint or resolution of radar
imagery depends primarily on the size of the antenna. The larger the antenna is,
the higher the resolution and vice-versa. Figure 9.5a is a schematic illustration of the
operation of a SLAR. The resolution of the radar image is defined by the pulse length
in the range direction, which is orthogonal to the flight direction, and the beam width
in the azimuth direction, that is parallel to the flight direction as shown in the figure.

On the other hand, SAR was developed to mimic a desirable long antennae. This is
in view of the practical limitation of expanding the size of the real aperture antennae
beyond a certain threshold. Basically, SAR operates by simulating a long antennae as
illustrated in Fig.9.5b. This virtual effect is realized through the Doppler effect and
allows the small antennae with a real and finite beam width (D) to transmit microwave
beams in different travel times along the beam width. The result is the creation of
a radar image with higher resolution as though a large real aperture antennae was
employed. This is shown as the synthetic aperture (L;) in Fig.9.5b. Because of this
capability, SAR is the more common imaging technology applied in most practical
radar applications today.

SAR imaging is achieved through scanning performed by the antennae in a direc-
tion orthogonal to the flight/azimuth direction. The scanning width depends on the
magnitude of the off-nadir angle. Slant-range distortion occurs since the radar is mea-
suring the distance to features in slant-range rather than the true horizontal distance
along the ground (Wolff 2012). This results in image scale difference that varies from
near to far range. Three distinct distortion types can be distinguished, namely; fore-
shortening, layover and shadow. Foreshortening arises when the radar beam reaches
the base of a tall feature tilted towards the radar (e.g., a mountain) before it reaches
the top as shown in Fig. 9.6a. Consequently, the slope (from point a to point b) will
appear compressed and the length of the slope will be represented incorrectly (a’ to
b’) at the image plane.

(a) (b)

b _—
s = Synthetic apériure -
s =

: synthetic aperture

range direction : real aperture

b azimuth direction -t : real beam width
.-‘-',ﬂ y =T : synthetic beam width
- ~ h A : height
. : azimuth resolution
beam width v | : off nadir angle

pulse length

Fig. 9.5 Principle of radar imaging. a Side looking aperture radar (SLAR). b Synthetic aperture
radar (SAR) (Source Murai 2004)
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C))

Fig. 9.6 Geometric distortions on radar imagery: a foreshortening, b layover, ¢ shadowing. Source
Wolff (2012)

Layover occurs when the radar beam reaches the top of a tall feature (b) before
it reaches the base (a). The return signal from the top of the feature will be received
before the signal from the bottom. As a result, the top of the feature is displaced
towards the radar from its true position on the ground, and “lays over” the base of the
feature (b’ to a’) (Wolff 2012). This effect is illustrated in Fig.9.6b. Radar shadow
occurs when the microwave signals are obscured by terrain topography from hitting
the target as shown in Fig.9.6c. In general, areas with layover and foreshortening
have strong radar returns, with no radar return recorded in regions covered by radar
shadows.

9.4 Image Reconstruction of SAR Data

The acquisition and processing of SAR data represents not only a fairly complex
process, but one that also usually requires considerable time to complete successfully.
Indeed, this presents one of the challenges of radar imaging. Similar to the output
from all other coherent imaging systems, radar imagery is characterized by noise in
the form of speckle or “salt and pepper” texture. This granular noise is caused by
random constructive and destructive interference generated from multiple scattering
return that occurs within each SAR resolution cell. Speckle is a direct consequence of
the superimposition of the signals re-irradiated by many small elementary scatterers
within the resolution cell (Ferretti et al. 2007). Speckle in SAR images complicates
the image interpretation problem by reducing the effectiveness of image segmentation
and classification. To alleviate deleterious effects of speckle, various ways have been
devised to suppress it including use of spatial filtering algorithms (see e.g., Lee et al.
1994; Mueller and Hoffer 1989; Rio 2000), or multi-look processing (see e.g., Lee
et al. 1994, 1999; Shi and Fung 1994).

Once the speckle effect has been dealt with, the SAR image can then be recon-
structed. This is realized through two basic steps. Firstly, geocoding of the SAR data is
performed. This refers to the migration of radar return from an azimuth-range coordi-
nate system, in which it was acquired, into a conventional geo-referenced coordinate
system. Secondly, SAR reconstruction also includes the equalization of topographic
imaging effects of layover, foreshortening and radar shadow. This is synonymous
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Fig. 9.7 Geocoding of SAR data. Source Murai (2004)

to the correction of various geometric distortions inherent in the radar imagery (see
Fig.9.6, p. 140). Back to SAR geocoding, this is accomplished through various stages
as shown in Fig.9.7. Firstly, range compression is performed to obtain compressed
SAR data in the range direction. This is followed by rearrangement of the compressed
data in the range direction through a process called range migration. Finally, azimuth
compression is carried out which results in the final geocoded SAR data.

9.5 Interferometric SAR

Interferometry is a method of estimating terrain heights using radar that essentially
relies on the ability to measure the phase difference of microwaves. In principle,
interferometric systems employ two antennas, separated in the range dimension by
a small distance, both recording the returns from each resolution cell (CCRS 2012).
The two antennas can either be on-board the same platform, as is the scenario with
some airborne SARs. Alternatively, interferometric SAR (InSAR) can be acquired
from two different passes made with the same sensor, or even from different sensors,
as is the case with either airborne or satellite radars. As an example of single-pass
interferometry, SRTM? from the USA was outfitted with two radar antennas, one
located in the Shuttle’s payload bay and the other at the end of a 60 m mast. Similary,
as an example of two-pass interferometry realized from two distinct radar sensors,
TanDEM-X? from Germany operates together with its sister satellite TerraSAR-X in
a cross-track orbit configuration that is closely controlled to allow the two satellites
to record data synchronously.

From measurement of the exact phase difference between the two returns, the
difference in the path length can be estimated to within an accuracy of the order
of the wavelength (i.e., centimeters). Knowing the position of the antennas with
respect to the Earth’s surface from Global Navigation Satellite Systems (GNSS),
the position of the resolution cell, including its elevation, can be determined (CCRS
2012). Using the phase difference between adjacent resolution cells, different colors

2 shuttle radar topographic mission (http://www2.jpl.nasa.gov/srtm/).
3 http://www.dIr.de/eo/en/desktopdefault.aspx/
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(b)

Fig. 9.8 Example of InNSAR. a The phase difference between adjacent resolution cells is illustrated
in this interferogram, with different colors representing variations in height. b The information
contained in an interferogram can be used to derive topographic information and produce 3D
imagery of terrain height. Source CCRS (2012)

can be employed to represent variations in height as exemplified in Fig9.8a. This
can then be interpolated to generate a Digital Elevation Model (DEM), otherwise
referred to as an interferogram or InNSAR DEM as shown in Fig. 9.8b. Differential
SAR interferometry (DInSAR) can be generated from either interferograms obtained
with differential temporal gaps or from coherent topographic interferograms (Mora
et al. 2006; Ferretti et al. 2007). DEMs derived from InSAR and DInSAR are very
popular sources for height information as evidenced by the numerous applications
outlined in PartV of this book.

9.6 SAR Polarimetry

As discussed in Sect.9.1.1, compared to optical sensors, microwave sensors defi-
nitely offer more variety. Radar polarimetry is a typical example of the diversity
that is possible with microwave sensors. Essentially, this involves discriminating
between the polarizations that a radar system is able to transmit and receive. Most
conventional radars transmit microwave radiation in either horizontal (H) or vertical
(V) polarization, and similarly receive the backscattered signal at only one of these
polarizations. However, multi-polarization radars are able to transmit either H or V
polarization and receive both the like- and cross-polarized returns (e.g., HH and HV
or VV and VH, where the first letter stands for the polarization transmitted and the
second letter the polarization received).

On the other hand, polarimetric radars are able to transmit and receive both hori-
zontal and vertical polarizations. Thus, they are able to receive and process all four
combinations of these polarizations: HH, HV, VH, and VV. Each of these “polar-
ization channels” have varying sensitivities to different surface characteristics and
properties (CCRS 2012). Hence, resulting imagery will contain different information
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content. Consequently, availability of SAR polarimetric data helps to improve the
identification of, and the discrimination between features. In addition to recording the
magnitude (i.e., the strength) of the returned signal for each polarization, most polari-
metric radars are also able to record the phase information of the returned signals.
This can be used to further characterize the “polarization signature” or “polarization
response plots” thus providing a convenient way of distinguishing and visualizing a
target’s scattering properties (CCRS 2012).

Polarimetric SAR has proved useful in several applications including (CCRS
2012): agriculture (for crop type identification, crop condition monitoring, soil mois-
ture measurement, and soil tillage and crop residue identification); forestry (for clear-
cuts and linear features mapping, biomass estimation, species identification and fire
scar mapping); geology (for geological mapping); hydrology (for monitoring wet-
lands and snow cover); oceanography (for sea ice identification, coastal wind-field
measurement, and wave slope measurement); shipping (for ship detection and clas-
sification); coastal zone (for shoreline detection, substrate mapping, slick detection
and general vegetation mapping) etc.

9.7 Concluding Remarks

Compared to optical sensors, radar exhibit much longer wavelengths. Hence, unlike
optical sensors, microwaves can easily penetrate through targets such as vegetation
canopies and even dry soils. In addition, microwave operate within a much broader
EM spectrum that extents between 1 mm and 1 m compared to optical sensors, which
function within a very narrow wavelength band of between 0.4 um to 1 mm. More-
over, whereas optical sensors detect and record only the surface elements of the
landscape, radar imagery captures volumetric and sub-surface information as well.

In a nutshell, microwave sensors offer more imaging possibilities and variety
than their optical counterparts. However, microwave remote sensing remains more
difficult to understand than optical remote sensing. This is basically due to the fact that
the technology itself is more complicated and the image data recorded more varied.
Against this backdrop, there is need to draw synergy by integrating both microwave
and optical remote sensing technologies. This would create a comprehensive imaging
tool that is not only versatile, but flexible enough to handle varying user needs in
different remote sensing applications.
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Chapter 10
Image Interpretation and Analysis

“A decision is as good as the information that goes into it.”
John F. Bookout, Jr.

10.1 Introductory Remarks

The interpretation and analysis of remote sensing imagery involves the identification
and/or measurement of various targets or objects in an image in order to extract
useful information about them. More specifically, this seeks to extract qualitative
(thematic) and quantitative (metric) information from remote sensing data. Qualita-
tive information provides descriptive data about earth surface features like structure,
characteristics, quality, condition, relationship of and between objects.

Themes can be as diversified as areas of interest, such as soil, vegetation, and land
cover. This may be obtained through either visual image interpretation or computer-
based digital image processing. On the other hand, metric information includes loca-
tion, height, and their derivatives such as area, volume, shape, slope angle etc. Metric
information is usually extracted through photogrammetry as discussed in Sect. 11.33
and GNSS discussed in Chaps.4—6. Many textbooks have tackled the subject of
pattern recognition and image analysis sufficiently well, see e.g., Jensen (2005),
Richards (1994), Schowengerdt (2007) etc.

As shown in Table 10.1, some of the merits of visual image interpretation include
the fact that the interpreter’s knowledge is available and understanding of complex
images is significantly easier and better. The demerits of visual interpretation include
the fact that it can be quite time consuming and human knowledge is not easy to
apply. In addition, the results of visual interpretation may also vary with different
interpreters as this is a relatively subjective process.

On the other hand, the merits of digital image analysis include the relative
short processing time required, ability for standardized processing and the fact

J. L. Awange and J. B. Kyalo Kiema, Environmental Geoinformatics, 145
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Table 10.1 Human interpretation versus digital image processing

Method Merits Demerits
Human image e Interpreter’s knowledge available e Time consuming
interpretation e Understanding of complex images e Human knowledge is not easy
is better to apply
Digital image e Short processing time e Human knowledge is difficult
processing e Standardized processing to apply
e Extraction of physical quantities e Contextual information
is possible is poor

that extraction of physical quantities like temperature and elevation is possible. The
demerits of computer-based image processing includes the fact that human knowl-
edge is hard to apply, while contextual information extraction is poor.

10.2 Visual Image Interpretation

Colwell (1997) defines photographic interpretation as the act of examining aerial
photographs/images for the purpose of identifying objects and judging their sig-
nificance. When interpreting or analyzing an image through visual methods two
scenarios may arise: (i) direct and spontaneous recognition or (ii) logical inference.
Direct and spontaneous recognition refers to the ability of an interpreter to identify
objects or phenomena at a first glance. In logical inference, several cues are used
in a reasoning process to draw conclusions. The degree of success in the inference
depends on the interpreter’s professional knowledge and experience as well as the
quality of the photographic imagery.

Several basic elements, commonly referred to as interpretation elements or cues,
are used in photographic/image interpretation: (1) tone/color, (2) size, (3) shape,
(4) texture, (5) pattern, (6) shadow, and (7) association. Tone refers to the relative
brightness or color of objects in an image. Tone/color is the most important element in
photographic/image interpretation. The more light received, the lighter is the image
on the photograph. Thus, water, which absorbs nearly all incident light, appears black,
whereas a concrete highway which reflects a high percentage of light produces very
light tones. Variations in tone also allows the elements of shape, texture, and pattern
of objects to be distinguished.

Size provides another important clue in discrimination of objects and features.
The size of objects in an image is a function of scale. It is important to assess the
size of a target relative to other objects in a scene, as well as the absolute size,
to aid in the interpretation of that target. A quick approximation of target size can
lead to direct interpretation of an appropriate result more quickly. For example, if
an interpreter had to distinguish zones of land use, and had identified an area with
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a number of buildings in it, large buildings such as factories or warehouses would
suggest industrial use, whereas small buildings would indicate residential use.

Shape refers to the general form, structure, or outline of individual objects. Shape
can be a very distinctive clue for interpretation. Generally speaking, whereas human-
made features often exhibit straight edges, natural features tend to be more crispy.
Straight edge shapes typically represent urban or agricultural (field) targets, while
natural features, such as forest edges, are generally more irregular in shape, except
where man has created a road or clear cuts. Moreover, a railway may be distinguished
from a highway because its shape consists of long straight tangents and gentle curves
as opposed to the curvy shape of a highway.

Texture describes the arrangement and frequency of tonal variation in particular
areas of an image. Rough textures would consist of a mottled tone where the gray
levels change abruptly in a small area, whereas smooth textures would have very
little tonal variation. Smooth textures are most often the result of uniform, even sur-
faces, such as fields, asphalt, or grasslands. Pattern refers to the spatial arrangement
of visibly discernible objects. Typically an orderly repetition of similar tones and
textures will produce a distinctive and ultimately recognizable pattern.

Shadow 1is also helpful in interpretation as it may provide an idea of the profile and
relative height of a target or targets which may make identification easier. However,
shadows can also be an impedance to interpretation. For instance, targets that are
obscured by shadows are much less (or not at all) discernible from their surroundings.
Association is a contextual element that takes into account the relationship between
other recognizable objects or features in proximity to the target of interest. The
identification of features that one would expect to associate with other features may
provide information to facilitate identification. Some features are always associated
with one another. Indeed, association is one of the most helpful clues in identifying
human-made installations.

Besides the above elements, stereoscopic information is also critical for successful
visual image interpretation, as it allows the perception of depth or relative variation in
object heights to be appreciated in a better and more vivid manner. Stereoscopic vision
is realized when overlapping photographs are oriented to simulate the same basic
geometry or orientation that they exhibited during their acquisition (see Sect. 11.3.2).
Once this is accomplished by eliminating any existing parallax a stereo-model is gen-
erated. Stereoscopes can then be employed to view the photographs stereoscopically,
with the left eye viewing the left image, while the right eye views the right image.

Tone, color and stereoscopic information are referred to as primary interpreta-
tion elements. Size, shape, texture, pattern represent the spatial arrangement of tone
and color. Height and shape are based on analysis of the primary elements, while
association essentially defines contextual relationships between object features.

On the basis of the various interpretation elements, appropriate interpretation keys
need to be developed. This is necessary in order to reduce the degree of subjectiv-
ity in the interpretation. The interpretation keys need to be developed a priori, if
these do not already exist, before the commencement of the interpretation exercise.
They will usually vary from one application domain to the other. In terms of the
interpretation procedure itself, it is imperative to make use of existing base maps
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to orient the acquired images accordingly. Use is then made of the interpretation
keys to identify what the various imaged features represent or even mean semanti-
cally. The final interpretation results are then displayed on thematic maps for graphic
output.

10.3 Digital Image Processing

As pointed out in Sect. 10.1, digital image analysis has certain distinct advantages
over visual image interpretation. For instance, in comparison with visual interpre-
tation, digital image processing requires a relatively short processing time, besides
substantially reducing the subjectivity in the interpretation. As a matter of fact, digi-
tal image analysis is the only viable interpretation method that can be adopted in the
case of multi-sensor, multi-temporal or multi-spectral remotely sensed image data.
Given the fact that this type of remotely sensed image data has become the norm
rather than the exception, it is unsurprising that digital image processing is increasing
becoming the defacto image interpretation and analysis technique. Although devel-
oped initially based on aerial photographs, the basic elements of image interpretation
are nonetheless, also applicable to digital images.

Figure 10.1 gives an overview of digital image processing. This shows that digi-
tal image processing can be grouped into: image correction (image pre-processing),
image conversion (image conversion/transformation) and image classification pro-
cedures. Most classical digital image analysis methods are based on the spectral
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Fig. 10.1 Flow of digital image processing. Source Murai (2004)
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characteristics of object features, or put differently, on the tone or color, which is
represented as a digital number (i.e., brightness value) in each pixel of the digital
image. However, the introduction of multi-sensor and high spatial resolution remote
sensing data (see Sect. 8.3) has resulted in an expanded object feature base, beyond
the classical spectral feature base, being adopted in digital image analysis. This has
seen more interpretation elements like texture, size, shape and even association or
contextual relationships being employed in digital image classification.

Digital image processing systems employ several hardware component revolv-
ing around either personal computer or networked configurations with several
input/output peripherals being shared. This requires appropriate image input devices,
image display systems, image processing software, image output systems and storage
devices for image data. The image input devices will vary in operation, resolution
and accuracy from mechanical, electronic, electronic/mechanical to optical scan-
ning devices. Similarly, image display systems will also vary from the employed
projection system to applied stereo viewing concept.

Image processing software varies from proprietary to public domain and open
source software. Most of these software will exhibit certain basic functionality
such as: file utilities (input and output of various image and vector format), image
display (zooming, RGB, image enhancement), overlaying of various data, cursor
locater, classification, transformation (geocoding, map projection), DEM genera-
tion, atmospheric correction, radar data processing etc. Image output devices will
also vary from silver-chloride photography, electro photography, electrostatic record-
ing, thermal transcription, ink jet, laser color plotter etc.

10.3.1 Image Reconstruction/Correction

The preliminary task in digital image processing is to ensure that the image is in
digital form. This is necessary when analogue sensors are employed to acquire the
image. In such cases, analogue/digital (A/D) conversion is required to convert the
analogue data to equivalent digital data using appropriate equipment like a film
scanner. Before the image can be transformed or converted and later classified in
readiness for mapping, image pre-processing is required.

In principle, image pre-processing aims to correct for different types of errors, both
systematic and accidental, that may have arisen out of the employment of the sensor-
platform combination (imaging system), absorption and scattering characteristics of
the atmosphere and due to the earth’s curvature and rotation and nature of topography.
Image pre-processing, which constitutes a major phase of data processing in remote
sensing, includes procedures for image reconstruction, image restoration, radiometric
correction, geometric correction and mosaic construction.

Radiometric distortions will arise due to variations in scene illumination and
viewing geometry, atmospheric conditions, and sensor noise and response and will
vary depending on the specific sensor and platform used to acquire the data and
the conditions present during data acquisition. It may also be desirable to convert
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Fig. 10.2 Flowchart of geometric correction

and/or calibrate the data to known (absolute) radiation or reflectance units to facili-
tate comparison between different data sets. Geometric correction and atmospheric
calibration represent the most important steps in image pre-processing.

Geometric distortions may result due to several factors, including: the perspective
of the sensor optics; the motion of the scanning system; the motion of the platform;
the platform altitude, attitude, and velocity; the terrain relief; and, the curvature and
rotation of the earth. One can distinguish between two types of geometric distortions:
(1) internal distortions which are geometric errors that result from the sensor’s geom-
etry and (ii) external distortions that are geometric errors emanating from platform
and ground targets.

To correct for the geometric errors, registration of the imagery to a known ground
coordinate system must be performed through a process referred to as geo-referencing
as shown in Fig.10.2. Accurate geometric rectification or image registration of
remotely sensed data is a prerequisite as explained in Jensen (2005). The first step
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in geometric correction requires the selection of an appropriate model like the affine
transformation. Sufficient number of well identified, accurate and well distributed
ground control points (GCPs) obtained e.g., using GNSS are then used to determine
the transformation parameters through the process of digital rectification.

An accuracy check is then performed to assess whether the resulting errors are
within prescribed tolerance levels. Interpolation and re-sampling of the input image
using algorithms such as nearest neighbor, bilinear, and cubic convolution is then
carried out resulting in the final corrected image. On the other hand, atmospheric
calibration is mandatory when spatio-temporal or multi-sensor data are used (Weng
2010). Similarly, the shade effect, predominant especially in rugged or mountain-
ous regions, through which vegetation reflectance is affected by shades caused by
topography and canopy, needs to be reduced (Weng 2010).

10.3.2 Image Transformation/Conversion

10.3.2.1 Image Enhancement

The visual interpretability of the corrected or reconstructed image needs to be
further enhanced through image conversion or transformation. This is usually an
intermediate step after image pre-processing and before image classification and is
important to facilitate thematic information extraction. Image conversion or trans-
formation includes procedures for image enhancement, spatial transformation, geo-
metric transformation and data compression. Image enhancement methods can be
broadly grouped into three categories: (a) contrast enhancement, (b) spatial enhance-
ment, and (c) spectral transformation.

Contrast enhancement involves changing the original values so that more of the
available range of digital values is used, and the contrast between targets and their
backgrounds is increased (Jensen 2005). Histogram equalization is a typical con-
trast enhancement method. Spatial enhancement applies various algorithms, such as
spatial filtering, edge enhancement, and Fourier analysis, to enhance low- or high-
frequency components, edges, and textures.

Major spatial filters with their effects in brackets include the following; sobel
(gradient—finite differences), laplacian (differential), median (smoothing), high-
pass (edge-enhancement), sharpening (clearer image) etc. Spectral transformation
refers to the manipulation of multiple bands of data to generate more useful informa-
tion and involves such methods as band ratioing and differencing, Principal Compo-
nents Analysis (PCA), vegetation indices such as the Normalized Difference Vege-
tation Index (NDVI) and its associated derivatives' (see e. g., Omute et al. (2012)).

1 Vegetation Condition Index (VCI), Standardized Vegetation Index (SVI), Annually Integrated
NDVI (AINDVI), NDVI anomaly (NDVIA) etc.



152 10 Image Interpretation and Analysis
10.3.2.2 Feature Extraction

Feature extraction is an essential first step towards subsequent thematic information
extraction (Weng 2010). Many potential variables can be used in image classifica-
tion. These include variables like spectral signatures, vegetation indices, transformed
images, textural or contextual information, spatio-temporal images, multi-sensor
images, and ancillary data (Weng 2010). Because of different capabilities in class
separability, use of too many variables in a classification procedure may decrease
classification accuracy (Price et al. 2002). It is therefore important to select only the
critical variables that are most effective for separating thematic classes (Weng 2010).

Selection of a suitable feature extraction approach is especially necessary when
hyper-spectral data are used. This is so because of the huge amount of data
and the high correlations that exist among the bands of hyper-spectral imagery
(Weng 2010). Moreover, a large number of training samples is required in image
classificati